Pegasus 4.8.0 User Guide



Pegasus 4.8.0 User Guide




Table of Contents

I 1110 [T o P 1
OVEIVIEW BN FEAIUINES ...ttt et et ettt ettt et e et et e et e aeenees 1
WOTKEIOW GallErY . .eieieie i e et eeeeeeeeeeeeeeeeeaeaa e 2
ADOUL ThiS DOCUIMENT ...ttt et et e et ettt et e et et et e et eneaeaenas 2
Document Formats (Wb, PDF) .....oiii i e e 2

P22 I o - P 3
1o 01 o o PP 3
GEEING SHatE ... e e e 3
What are SCIentific WOIKFIOWS ... ..iu e 4
Submitting an Example WOrkflow ... 5
Workflow Dashboard for Monitoring and DebUGGING ... ..vuvuininiiiiiee e 7
Command line tools for Monitoring and DebUggING ... ...oviviiiiiii e 16

pegasus-status - monitoring the Workflow ... 16
pegasus-analyzer - debug a failed WOrkflow ..o 16
pegasus-statistics - collect statistics about aworkflow run ............cooviiiiiiii 17
RECOVENY from FallUrES . ...t e 19
Submitting ReSCUE WOIKFIOWS ... .. v e 20
Generating the WOrKIIOW .. ... e e e 22
INfOrMALION CalalOgS ...t vttt ettt e e e e e e et aas 23
THE St CalalOg ... .vuei i e e e e e e et 23
The Transformation CatalOog .. ... .vuvuiniii e aaaas 25
The REPICA CatalOog .. . vveiiiei e e e ettt aes 25
CONfIQUIING PEOASUS .....utititit ittt e e et e et e e e aans 26
L0000t 11 o 26

R 10 1 = P 27
(= =0 (U115 1 (=< 27
(0] 011010 o A1 TP 27
01V 01111 o P 27
RHEL / CentOS / SCIENLITIC LINMUX ....vuintinitiiee ettt enea e 28
L] o1 1 PP 28
D o1 T o P 28
Y o 0 15 P 28
Pegasus from Tarballs ... 29

4, Creating WOTKI WS . ... e e e e e e e 30
ADSIraCt WOTKFIOWS (DA X)) ettt e e e e e e e e e 30
Data Discovery (RepliCa Catalog) ......ouiviriritititat ettt e 33

Il e 33
R ettt e 34
1= o1 (o) VPP 34
8 3 O 35
(P 35
Resource DisCoVEry (Sit€ CalalOg) .....ovoririrerititit ittt ettt 37
KM L i e 37
D PP 39
Site Catalog Converter PegasUS-SC-CONVEITET ... .....iuiree ettt ettt e e e ae e et e anaaaaaans 40
Executable Discovery (Transformation Catalog) .......o.vveeiiiiiiiiiiiiiiiiie e 41
MultiLine Text based TC (TEXL) ..ouvuininiiiiee e et aaas 41
TC Client PegasUSTC-ClIENt .....iiiii e aea 43
TC Converter Client pegasus-tC-CONVEITEN ........ouiiiiie e e aaes 44
Variale EXPaNSION .. ..ttt e e e e e e e 44

5. RUNNING WOTKEIOWS ... e e e e 46
Executable WOTKFIOWS (DAG) ....uiuititititi et e e e e e e a e e 46
MapPIiNGg REFINEMENT SEEPS ...ttt aae e 47

DELA REUSE . ...ttt 438
S (S = 1o o PP 49
oo @[ =4 oo PRSP 51
Addition of Data Transfer and Registration NOGES ............ovuiniiiiiiiiiiiie e, 51




Pegasus 4.8.0 User Guide

Addition of Create Dir and Cleanup JODS ..........iuieiiie e 53

€008 GENMEIBIION ... ..eeeeet ettt ettt et et ettt ettt et 54

Data Staging CONfIGUIBLTION .. .....uie ettt ettt et ettt et es 55
Shared File Sy stom ...t 56

NON Shared FIlESYSIEIM ...t et 57
Condor Pool Without a Shared FIlESYyStem .........vuieiii e 59
PEOBSUSLITE ...t 60
PEOBSUS-PIAN ..ot 61
BaSIC PrO D I ES ...ttt 61
PEOASUS.NIOIME ... . 62
Catalog RelAted PrOPErtiES ... e e 62

Data Staging Configuration ProPErtieS ...........vuorieiiie e 67

6. Monitoring, Debugging @0 SEALISHICS ......vuvntieee ettt e 70
WOTKFIOW SEBEUS ...ttt e e ettt et ettt ettt e e n e 70
0150 2 S U = (PN 70
PEOASUS-ANAIYZEN ...t ettt et 71

8150 2 SN (= 1110 PP 72
Resubmitting failed WOrKFIOWS ..o 72
PLOtEING @NO SEALISICS ... et ettt et et 72
PEOASUS-SEALISHICS ettt ettt ettt 72
PEOASUS PIOLS ..ttt ettt e 79
DashDOBIT ...t 84
WOrKFIOW D@SHDOBIT ... ettt 84
NOUTICAIONS ...t e e et ettt et e ens 97
Specifying Notifications in the DAX ... 98
Notify File created by Pegasus in the submit dir€Ctory ............ccoveiiiiiiiiiiii e 99
Configuring pegasus-monitord for NOtIfICAONS ...........oviieieiiii e 99
Default NOtifiCation SCIIPLS ... .. e 100
MONITOITNG DELADESE .. ...ttt et et ettt e eeae e 101
PEJASUS-MONITONT ...ttt ettt et et ettt et et ettt e e 101
Overview of the Workflow Database SChemMaL .........ovveiriiiiie e 103
Stampede WOTKFIOW BEVENES ......oeee et eenas 104
Ty DB S e 105
GOUPIMGS -+ttt ettt et ettt et e e ettt et ettt et et et e 107

BV IS . 108

7. EXECULION ENVIFONIMENTS ... ..ttt ettt et et et et ettt e et et e et e e e e enes 121
LOCAINOSE ...ttt et e 121
CONAOT POOL ...t e e 121
GlIBINS ..t 123
CONAOIC ...t e 123
Cloud (Amazon EC2/S3, G0O0GIE ClOU, ...) «.ueuireititieeei et 125
AMBZON EC2 ... 126
GOoOgle Cloud PIAtfOIM ... e 127
Remote Cluster USiNg PYGIIAEIN .......ouiee e 127
Remote Cluster using GIobUS GRAM ...t 130
Remote Cluster usiNg CREAMGCE ... ..ot e 132
Local PBS ClIUSLEr USING Gl .....vieeitiecte et et 132
SELting JOD FEQUITEIMENTS ...ttt e et 134
Specifying aremote directory for the Job ..o 138
SDSC Comet With BOSCO GIIAEINS ....c.eiiitiee et et neenes 138
Remote PBS Cluster using BOSCO and SSH .......c.ivuiiiiiiiii e 139
CAMPUS CIUSLEN ... et ettt et et et ettt et et e et ettt et et et e e 140
K OEDE .ottt 140
Open Science Grid Using glideinWIMS ... e 141
..................................................................................................................... 141
Ao g = ] = £ S PP P TP 142
OVBIVIBIW ettt et e et et e e e 142
Configuring WOrkflows TO USE CONTAINETS ... ...vueetiitieee ettt 142
Containerized Applications in the Transformation Catalog ............cvvvvviieiiiiiiiiiiinieeenen 142
Container EXeCUtION MOEL ....... .. 143




Pegasus 4.8.0 User Guide

Staging of AppliCation CONTAINETS ... ...vuie e e e e 143
Y7001 1101 PP 144
Container Example - Montage WOrKFIOW .........c.ieeiniii e 144
Montage USING CONTAINETS ... ..ttt ettt et ettt e a s 144

9. EXAMPIE WOTKFIOWS ...ttt et 146
Gl EXAMPIES ..ot e e 146
BIaCK DIGMONG ... ..ieeee et et 146
NASA/TPAC MONTAGE ..ttt ettt e ettt ettt aens 148
ROSEIIAL . .. 148
CONAOr EXAMPIES ...ttt et e 148
Black DIiamond - CONTOIO ......uieeitet ettt 148
CONtaiNEr EXBMPIES ...ttt 149
Montage USING CONTAINETS ... ..ttt ettt e et e s 149

LOCaAl SNEIl EXAMPIES ...ttt 150
BIACK DIGMONG ... ..ttt ettt et 150
NOLTICATONS EXAMPIE ...t e 150
WOrKFIOW Of WOTKFIOWS ... et e 150
GAIACHC PlANE ... 150

10. DA MBNGEIMENT ... ..ttt ettt e e e e e ettt 152
REPIICA SEIECHION ...t e 152
CONFIGUIBLTON ...ttt ettt et eas 152
Supported REPIICA SEIECLONS .. ...t e 152

(Dt B I =0 1= £ PPN 154
Data Staging CONfiGUIBLTION ... .. .euie ettt et et een e 154

Local VErsus REMOLE TranSfErS ... .ue e 159
Controlling Transfer Parall€lism ..........c.ouiiii e 160
Symlinking AQainNst INPUE Data ... ..uuenieeitee e 160
Addition of Separate Data Movement Nodes to Executable Workflow ..............ccovoiiiiiinnnis 161
Executable Used for Transfer and Cleanup JOBS ...........ovieiniiiiiiiii e 163
Staging of EXECULBDIES ... ... 164
Staging Of WOrKer PaCKBOE ........vuriiie e e 165
Staging of AppliCation CONLAINESS ........iuteeee et 166
Staging of Job Checkpoint FIlES .. ... v 167
Using AmMazon S3 @S @ StagiNG SITE ....uuvuieiietiei e 167
TRODS a8 BCCESS ...t vetet ettt ettt et ettt et ettt e e 168
GridFTP 0VEr SSH (SSNFI) +.vntetit ettt 168
GlODUS ONIINE .t et et ettt e as 169
CredentialS MaNagEMENT ... ..ttt et 169
X509 GFi PrOXIES ...ttt ettt ettt ettt 170
AMBZON AWV S S e 170
GO0GIE SEOTAE ...ttt ettt e 170
TROOS PESSWOIT ...ttt 170

SOH KBS ittt 171
SEAGING MBDPENS ..ttt ettt ettt 171
(O 011001 =" o] o= £ PP 172
Effect of pegasus.dir.Storage.dee ... ....ovuie e 172

(DLt W O = o o R PP P TP 173
Data Cleanup in Hierarchal WOorkflOwWs ..o 173
L =T = - A PP P TP 173
Metadata in the DAX ... 174
WOrKFIOW LeVel MEBHEEIA . ......eueeeee e e 175

TasK LEVE MEIBOAEA ... ..vee et 175

File LeVEl MEAEIA . ... .veeeei e 176
Automatically Generated Metadata attribULES ...........oveieiiii i 177
Tracing Metadata for an OULPUL File ... 177

11. Optimizing Workflows for Efficiency and Scalability ...........ccoovriiiiiiiii e 179
Optimizing Short Jobs / SCheduling DEAYS .........uieiiii e 179
JOD CIUSLEITNG . e etet ettt et e et et et et e 179
OVBIVI B ettt e 179

How t0 Scale Large WOrKFIOWS ... ..c.uiieiie et e 191




Pegasus 4.8.0 User Guide

Hierarchical WOPKFIOWS ... .. e e 191
INEFOAUCTION ..ot e ettt 191
Specifying a DAX Job iN the DAX ....e e 192
Specifying @ DAG Job iN the DAX ....e e 193
File Dependencies ACrOSS DAX JODS ... ..uuiniiiie e 194
Recursion in Hierarchal WOrkflOWS ..o 194
EXBMIPI € e 196

OPtiMIZING Data TraNSFErS ... ettt et 196

N o oI I (o1 [T o TP PPN 197
Job Throttling ACross WOrKFIOWS ........ouirii e 199

12, PEOASUS SEIVICE ...ttt ettt et ettt et et 201

SEVICE AAMINISIFALION .. ...t ettt 201
SEVICE CONFIGUIBLION ...ttt et ettt e naenes 201
RUNNING ThE SEIVICE ... e e e 202

DashDOBIT ... 202

Running Pegasus Service under ApaChe HTTPD ......ouiiiiiiiiii e 202

ENSEMBIE MANAOEY ... .e e 203

SR @001 1To ¥ = (o o IO PP PP 205

Differences between Profiles and Properties .........oveieiiiiii e 205

PO S e 205
Profile StrUCtUre HEBOING .. ... e e 205
SOUICES FOr ProOfilES ... 205
Profiles Conflict RESOIULION ........uuitiii e 208
Details of Profile Handling ..o 208
The EnV Profile NamMESPACE ... et 209
The Globus Profile NamMESPECE ... . 209
The Condor Profile NamMESPACE ... ...vuieiei e 211
The Dagman Profile NamESPACE .......ouieii e 213
The Pegasus Profile NamMESPACE ........cuvie e 215
The Hints Profile NaMeSDaCE .......viie e 220

PO Bt S ...ttt 221
LOCAl DiIreCtorieS PrOPEITIES .....euit ettt et e 221
Site DiIreCtOrieS PrOPEITIES ... .ueeitiet et et et 222
Schema File LOCALION PrOPEItIES ... . ..eeieeeee e 225
Database Drivers For All Relational Catalogs ... .....cuvueeieiiiiiiieiee e 226
Catalog RelGted PrOPErtiES .. .. vt 228
Replica SEleCtion PrOPErties ........vui e 234
Site SElECtiON PrOPEITIES ... e e 236
Data Staging Configuration Properties .........c.ouieirieiiee e 240
Transfer Configuration PrOPErtieS ........v.iuii e 242
MONITOITNG PrOPEITIES ... e ettt et et e 246
JOD ClUSLENING PrOPEITIES ...ttt et e 248
LOQUING PrOPEITIES .. ..v ettt et 249
ClEBNUD PrOPEITIES ...ttt e ettt eas 251
MiSCEIANEOUS PrOPEITIES .. ..eeieeeee e et e 253

14. SUDMIt DIr€CLONY DELAIIS ... ettt e et e 256

LB OUL ...ttt 256

Condor DAGMAN FILE ... et 257
Sample Condor DAG File ... 257

KICKSIAt XML RECOI ...ttt ettt et e eenes 258
Reading a Kickstart QUIPUL FilE .........enieii e 259

JODSEALELOG FIlE ..ot e 260
Pegasus Workflow Job States and DEGYS ... ..cuuinieiiitiii e 262

BraindUMP Bl ..o e 262

Pegasus StaliC.oP FlE ... .. 263

15, JUPYLEr NOEDOOKS . ...ttt 265

INEFOAUCTION ..o e ettt et ettt e 265

REGUITEIMENTS ...ttt et ettt et ettt et 265

The Pegasus DAX and Jupyter PYthon APIS ... e 265
Creating an Abstract WOrKFIOW .........ooniei e 265

vi



Pegasus 4.8.0 User Guide

Creating the CatalOgs ... ... e 265
WOTKFIOW EXECULION ...t ettt e e aes 266
JUDYEEIHUD .o e 266
N o B == = 0o P 266
Tutorial EXxample NOtEDOOK ........uieii e 266
B o = = = 3o PP 268
(DA QY S = o - 268
DAX XML Schema [N DEtal .......c.ouiuiiiiiie e aas 268

DAX XML SChema EXamMPIE .. ... e e 276

DAX GENENAIOr APl .t e e 277
The Java DAX GENErator APl ... e 277

The Python DAX GENErator APl ... .. e 280

The Perl DAX GENEIGIOT ... ..ttt e e et e e e e e e e eananan 281

The R DAX GENErator APl .. ... e eaneaas 283

DAX Generator without a Pegasus DAX AP ... 285
Lo aTh (o 1o o PP 285
RESOUIrCE DEfINITION ...t e aas 286
ENODOINES ..ot 289

L@ 1= Y71 o PP 297

L 01 1T o P 298
EXBMPIES . 299

17. CoOMMENA LiNE TOOIS ...ttt ettt ettt et e e e e et e e et e e e n e eenn 304
PEOASUS-ANAIYZEN ... eeee ettt et e 305
PEOASUS-CIUSTEY ...ttt ettt ettt ettt et et et ettt et et et et e et 309
1202 S UL o0 T RN 313
PEJASUS-CONFIGUIE-GIITE ... .ttt et 315
1202 S W LS "o 0 316
PEOBSUS-AAX-VATGION .. ...ttt ettt ettt 317
PEOBSUS-AB-A0MIN ... e 318
10720 = S I T 0 321
POOBSUS-EXITCOUE .. ..ttt et aes 322
PEOBSUS-GIODUS-ONIINE ... et e e 324
PEOASUS-GIraPNVIZ ...t e 325
PEOASUS-GITOITD .ttt 326
POOBSUS NI ... e 328
012 =1 UL T 329
PEOASUS TINEEOIILY .t ee ettt ettt ettt ettt e 330
10 F= S U LS Y0 = 331
PEOASUS KEG ..ot 333
PEOASUS-KICKSIAIT . ... et e e et 336
POOBSUS MELAHGIA . . ... e ettt ettt 344
J01c0F= S U LS 1070 0T (0] o N 346
PEOASUS MPI-CIUSIEY ..ttt et e 350
PEOASUS MPI=KEY ...ttt 361
POOBSUS PIAN ..ttt e 362
PEOASUS PIOLS ..ottt ettt e 369
POOBSUSTC-ClIENT ...ttt et 371
J01S 0 T2 Sl = 010 Y P 374
0750 = S 1 P 376
01 0T S L PP PPPI 378
PEOBSUS-SC-CONVEITEY .. ...ttt ettt ettt ettt e e e e et ettt et ettt r e et r et n e e e e e e e e e e e e enennens 384
PEOASUS-SEIVICE ... ettt ettt ettt et et et e ettt et et e e e 386
PEOASUS-SEALISHICS ... et ettt et ettt et 387
8150 2 S U = (PPN 389
PEOBSUS-SUBMIT-QA0 ...t 392
PEJASUS-SUDMITAIT ... et e 393
PEOASUSC-CHIENE ...ttt e ettt et et 395
PEOASUS-C-CONMVEITEY ...ttt ettt ettt et e et e e e et e et s aa e et e aaaeas 399
LS8 F= S UL (= 401
LS8 T2 S UL o] o PP 403

vii



Pegasus 4.8.0 User Guide

L8, USEFUL TIPS -t ettt ettt et et et et 405
Migrating From Pegasus 4.5.X t0 Pegasus CUITENt VEISION ........c.iueriiteeiieiieieinieneeeiennanenenas 405
Database Upgrades From Pegasus 4.5.X to Pegasus CUrrent VErSion ..........ccoeeveveviiniinnanannnns 405
Migration from Pegasus 4.6 10 4.7 ... ..iu e 405
Migrating From Pegasus <4.5 t0 PegasUS 4.5.X .. ...t 405
Migrating From Pegasus 3.1 10 PEgESUS 4.X ... ..rueuiiiiiiee ettt 406
MOVE tO FHS TAYOUL ...o.eeie e et eenas 406
Stampede Schema Upgrade TOOI ........veieii e 407
Existing users running in a condor pool with anon shared filesystem setup ...........cccoveviviennn. 408
Migrating From Pegasus 2.X t0 PEJASUS 3.X ... uuiuitiiiiiiiie et 409
PEGASUS HOME and SEtUP SCIPLS ... vieniteite et ettt et et 409
Changes to Schemas and Catalog FOMALS .........vuiuinieiie e 409
Properties and Profiles SImplification ............ooiiiii i 410
Transfers SIMPLTICAHON .......e e 411
ClIentS in DIN IFECLOMY .. ...eeee et 411

Best Practices For Developing POrtable COOE .........ouieiiiiii e 411
SUPPOItEd PLEIFOMMS ... e e 412
Packaging Of SOFtWEIE ... ..cuei e 412

IMPL COOBS ..ttt et et e 412
Maximum Running Time Of COOES .......cuuniiiii e 412
Codes cannot specify the directory in which they should berun ..., 412

NO hard-coded PAthS .........ou e 412
Wrapping legacy codes with @ Shell WIapper ........oeeieii e 413
Propogating back the right eXitCOUE .........cuviuiiii e 413

Static vs. Dynamically Linked Libraries .........coivuiuieiiiin e 413
TEMPOTANY FIIES ..ot e 413
HaNAIiNG OF SEAIO .. .veiee e et 413
CoNfIQUIALTION FlES . ..ot 414

Code Invocation and input data staging by Pegasus ...........cc.veiiiiiiiiiii e 414
Logical File naming iN DAX ... 414

Slot Partitioning and CPU Affinity in CONAOr ..........cuiuiiitii e 414
19. Funding, citing, and anonymMOoUS USBgE SEALISHICS ... .. cuueuieeiie et 416
Citing Pegasus in ACAHEMIC WOTKS .......uiiti e 416
USage SEatiStiCS COHBCHION ... ettt e ettt e e naenes 416
PN DOSE .. e 416
OVBIVI B et e 416
CONFIGUIBLTION ...ttt e et et et 416
MELHCS COECIEA ...ttt 416

20, GlOSSANY .ttt et 419
AL TUIOMA VM e e e 422
INEFOAUCTION ..o e e et et ettt 422
VIPEUBIBOX ettt e e e et e 422
INSEAIT VITTUBIBOX e ceeeet ettt et ettt e 422
DOWNIOAA VIM TIMBOE ...ttt ettt e enenas 422
Create Virtual MaChing ... e 422
Terminating the VM ..ot 426
AMBZON EC2 ... s 426
LaunChing the VIM ... 426
Logging iNtO thE VM .ot 433
Shutting dOWN the VM L.t 433

viii



List of Figures

2.1, ProCeSS WOTKFIOW ... ..ttt 4
2.2, PIPElING Of TaSKS .. uiuiiiit ittt et ettt e e e e e e 4
2.3, SRl WWOTKELOW L.ttt e e e e e e 5
2.4, MENGE WOTKEIOW .. ettt 5
2.5, DIiamOond WOIKFIOW ......uenie ittt 5
2.6, SRt WWOTKELOW ettt 6
2.7 SPUE DAG .o 7
2.8. Dashboard HOME Page ... ...viiii i et 8
2.9. Dashboard WOrkflOW Page .........ouiuiiiiiii e e 10
2.10. Dashboard Job DeSCIiPtioN Page ... ....viiiiiii it 12
2.11. Dashboard INVOCEHON PagE ... ...ivitititit i e e e et a s 14
2.12. Dashboard StatiStiCS Page .....ouieiuititit it 15
213, SPHE WOTKIIOW ..ot e e 22
2.14. Information Catalogs USEA DY PEOASUS ..........viiiii e e e e e aas 23
2.15. SAMPIE HPC ClUSIEr SEIUD .+ .\ .vtttee ettt e e e e e e e e e ettt e e et e e e aaaaes 24
4.1, SaMPLE WOTKEIOW ...t e e e e 31
4.2. Schema Image of the IDBCRC. ... ...iiiiiiii i e e e aaaas 35
4.3. Schema Image of the Site Catalog XML4 . ... e 37
4.4. Schema Image of the Site Catalog XML 3 ... .ot 39
5.1. BIack DIi@mOnd DAG ...ttt et e 46
5.2. WOIKFIOW DAt REUSE ... . ceeinit ittt ettt ettt ettt et aens 48
5.3, WOIKFIOW SIt€ SEIECHION ...\ ettt e ettt e e e enenas 51
5.4. Addition of Data Transfer Nodes to the WOrkflow ............ooooiiiiiiiiii e 52
5.5. Addition of Data Registration Nodes to the Workflow ..o 53
5.6. Addition of Directory Creation and File Removal JODS ............oviiiiiiiiiiiccc e 54
5.7. Final EXeCUtable WOrKFIOW ... ..iu e et 55
5.8. Shared File SyStamM SEIUD .. ..uuititititit ettt et e e e et et et e e e e e 57
5.9. NON Shared FIlESyStEM SEIUD ... .vititit ittt e e e e e e e e e ananas 58
5.10. Condor Pool Without a Shared FileSyStem ... .....ouii e aas 59
5.11. Workflow Running in NonShared Filesystem Setup with PegasusL ite launching compute jobs ............... 60
6.1, PEJASUSPIOL INAEX PAOE .. v vttt e e e e e e e e et 79
8.2, DAX GraDN ettt e 80
8.3, DA G Graph . vttt e 81
L3 7= 0L O 1 7= o P 81
B.5. HOSE OVEX TIME Chart .. ..oeeii e et ea s 82
L3 G T 110 1= o 0 PPt 83
L = T == 2o 01 1 7= o PP 84
6.8. Dashboard HOME Page ... . ..o e 86
6.9. Dashboard WOrkflOW Page .........ouiriiiiii e e e e 88
6.10. Dashboard WOrkflow MEAOEEA ... ... c.viieii e 89
6.11. Dashboard WOrKFIOW FIIES ... ... 89
6.12. Dashboard Job DeSCIiptioN Page ... ...viiiiiii et 91
6.13. Dashboard INVOCEON Page .......ouititititi e e e e et 93
6.14. Dashboard StatiStiCS Page .. ..ouieieititit e 94
6.15. Dashboard Plots - JOb DiStriDULION .........eeiei e 95
6.16. Dashboard PlOtS - Time Chart ........cuiiiiieii e 96
6.17. Dashboard Plots - WOrkflow Gantt Chart .............oouieiiiiiiii e 97
6.18. WOrkflow Database SChEMA ... ....uinieii e e 103
7.1. The distributed resources appear to be part of aHTCondor pool. ..........covvviiiiiiiii s 122
7.2. Cloud SamPle St LayOUL ... ..e.eeiiii it e e e e ettt 125
7.3 AMAZON EC2 ..o 126
T4, PYGIOBIN OVEIVIEIV ...ttt e e e e e e e e e e ettt ettt aaaas 128
7.5. Grid SAMPIE SItE LayOUL .. ...ttt e e e e e et et 130
10.1. Shared File SYSIEM SEIUD . ..uvuveiei it et 156
10.2. NON Shared FIlESYStEM SEIUD ... vvitititit ittt et et e et e e e anans 157
10.3. Condor Pool Without a Shared FileSyStem .........ooiiiii e 158

10.4. BalancedCluster Transfer Refiner : Input Data To Workflow Specific Directory on Shared File System ... 162




Pegasus 4.8.0 User Guide

10.5. Cluster Transfer Refiner : Input Data To Workflow Specific Directory on Shared File System .............. 163
11.1. ClUStEring DY ClUSLEIS.SIZE . ..e e e ettt e ens 181
11.2. Clustering DY CIUSLEFSINUM ... uniie e et et naeaes 182
11.3. ClUSLEring DY FUNLIME ..o et e 185
11.4. Label-based CIUSLEITNG . ...ttt ettt e 186
11.5. RECUISIVE CIUSIENTNG ..ottt et ettt eae s 188
11.6. Planning Of @ DAX JOD ... e 191
11.7. Planning Of @ DAG JOD ....uuinieii e 192
11.8. Recursion in Hierarchal WOrKFIOWS ..o 195
11.9. Execution Time-line for Hierarchal WOrkflows ........ ..o 196
AL VirtualBoX WEICOME SCIEEN ...ttt ettt 423
A.2. Create New Virtual Machine Wizard ...........coieiii e 424
A3 VM NAME @GN OS Ty ettt ettt ettt ettt ettt 424
AL I BIMIOTY ot 425
AL LOGIN SCIBEN ...ttt ettt ettt ettt e 426
A.B. AWS Management CONSOIE ... ...uuenitiet et e et 427
A.7. EC2 ManagemMeNnt CONSOIE ........euitetiet ettt et ettt ettt 427
A.8. Locating the TULOMEl VIM ... e et eenas 428
A.9. Request INStanCes WiIzard: SEED L .....uouiriitiei e 429
A.10. Request INStances WiIzard: SEED 2 ... ..vuiiiiie e 429
A.11. Request INStances WiIzard: SEED 3 ... v.iiiri i e 430
A.12. Request INStanCesS WiIzard: SEED 4 .....ovnieiie e 430
A.13. Request INStanCes WiIzard: SEED 5 ....viveitieieee e e 431
A.14. Request INStanCeS WiIzard: SEED 6 ......vuiriirieiii e e 431
A.15. Request INStanCesS WiIzZard: SEED 7 .....uvuieeieii e 432
AL, RUNNING INSEBNCES ...ttt et et et ettt et ettt et et e e e e enen 433
ALL7. TEIMINGLE INSLANCE ... v ettt et ettt et et e e e anenanas 434
A8, YES, TEMINGIE INSANCE .. v vttt et ettt ettt e et et et et ettt e e anees 434




List of Tables

5.1. Key Value Pairs that are currently generated for the site selector temporary file that is generated in the

NONJAVACEIOUL. ... ettt ettt et ettt et eea s 49
5.2. Basic Properties that Need t0 e SBt ... 61
5.3. REPIICA Catalog PrOPEItiES . v vttt e e e e e aas 63
5.4, Site CatalOg PrOPertiES . ..v i e 66
5.5. Transformation Catalog PrOPEITIES .......vuiniiiiii e ae 67
5.6. Data Configuration PrOPEITIES .......cuiuiii et aaaas 67
6.1, WOTKFIOW SEBEISHICS ...t eneteeiee ettt et ettt ettt e ettt et e e e enenns 76
5.2, JOD SLALISHICS vttt ettt ettt 77
6.3. TranSfOrMatiON SEALISHICS ... .vuenieiet ettt et et e ettt eneaens 78
6.4. Invocation statistics by host Per day .........vuiniii 79
6.5. Invoke Element attributes and meaning. ..........ouiuiriiiiii i 98
7.1. Mapping of Pegasus Profiles to Job REQUITEMENES .........cc.iuiniiii e 134
10.1. Property Variations for pegasus.transfer.* .remote.SIteS .........ovvviiiiiiiiiiii e 159
10.2. Pegasus Profile Keys For the Cluster Transfer REfiNer ..........cccoiiiiiiiiiiiiiiiiii e 161
10.3. Transfer Clients interfaced to by pegasusS-transfier ... .......o.vvviiiii e 163
10.4. Transformation Mappers SUPPOIEd iN PEJASUS .......uvuieirieiiii e e a e aaaas 165
11.1. Pegasus Profiles that can be associated with jobsinthe DAX for PMC ........ccooviiiiiiiiiiiiiiiiiieeen 189
11.2. Options inherited from parent WOrkflow ...........ciuiii i 192
11.3. Default Category names associated by PegasUS ...........ouiuiiiiii e 196
11.4. Useful dagman Commands that can be specified in the propertiesfile. ..........cocociiiiiiiiiiinnn. 197
11.5. Default Category names associated by PegasUS ...........ouiuiuiiiiii e 198
11.6. Useful HTCondor Job Throttling Configuration Parameters ...........coovviiiiiiiiiiiiicieieieeee s 198
11.7. Pegasus Job Types To Condor Concurrency LimitS ......c.ouininiiiiiie e 200
12.1. Pegasus Service Configuration OPLIONS ...........iuiuiniii i e e e e aanas 201
13.1. Useful ENVIronmMeEnt SEtiNgS . ..vvitititit it e e e e e e e 209
13.2. Useful GIODUS RSL INSITUCHIONS .....ieeetet ettt et e en e eenas 209
13.3. RSL Instructions that are not permissible ...... ..o 210
13.4. Useful Condor COMIMENGS ... ....ueneinetieee ettt ettt e e et a et ene e ens 211
13.5. Condor commands prohibited in condor Profiles ..........cccooiiiiiiiiiiii 212
13.6. Useful dagman Commands that can be associated at aper job basis ............coooviiiiiiiiiin, 213
13.7. Useful dagman Commands that can be specified in the propertiesfile. .........coooiiiiiiiiiiinnnn. 214
13.8. USEfUl PEOASUS ProfilEs. . uut it 215
13.9. Task Resource Requirement Profiles. .......oooviiiii e 219
13.10. Table mapping trand ation of Pegasus Task Requirements to corresponding execution environment

Y . et e 220
1311, USeful HIintS Profile KEYS ...t aaans 220
13.12. Local Directories RElAed PrOPEITIES ... ..euiiiiii e e e 221
13.13. Site Directories Related Properties .........oviiiiiii e 222
13.14. Schema File LOCatiON PrOPartiEs ... ....ii it e e e e e e e e e e e aaaas 225
13.15. Datahase DIiVEr PrOPEItIES .. vttt ittt e e e e e e 226
13.16. Replica Catalog PrOpEItiES .. v vttt e e 228
13.17. Site CatalOg ProPertiEs ... ve e e e 233
13.18. Transformation Catalog PrOPEITIES .......viiiiiii et aaaas 233
13.19. Replica SElECHiON PrOPErtiES .. .. e e e 234
13.20. Site SElECHON PrOPEITIES ... it e 236
13.21. Data Configuration PrOPEITIES .......cuieiiii e e aaas 240
13.22. Transfer Configuration Properties ... .....iuiiiiii e e aaaas 242
13.23. MONItONNG PrOPEITIES ...t e e e e e e 246
13.24. JOb ClUSLENNG PrOPEITiES .. .uinitit i e 248
13,25, LOgOiNg PrOPertiES ... u ettt e 249
13.26. ClEanUD PrOPE tiES . vttt e e e e e e e et e 251
13.27. MiISCEllaNEOUS PrOPEItiES ... ..t i e e e ea 253
14.1. Thejob lifecycle when executed as part of the Workflow ..o 261
14.2. Information Captured in Braindump File ..ot 262
16.1. ROOt €l@MENt SHMDULES ... ettt et 269
16.2. executable element @trTDULES .........oieie e 272

Xi



Pegasus 4.8.0 User Guide

16.3. iNVOKe element altriBULES ... 274
16.4. invoke/executable environment Variables ..........ouiiiii e 274
L6.5. OPLIONS .. vttt ettt et 289
LB.6. RELUIMS ...ttt ettt ettt et e ettt e et e ettt e e e ettt et aaas 289
A = 1] 0 L PR 290
L6.8. OPLIONS .. eete ettt ettt et 290
O A = (1] 0 L PP 290
L8.00. REIUINS ..ottt ettt et et ettt ettt ettt eas 290
L6. 11, OPLIONS ...ttt ettt ettt e ene 290
O b o= U [ PR ETPRPRPN 290
L6.13. OPLIONS ...ttt ettt et ettt e ne 291
N A = U [ PP PPRPRPN 291
L6.15. OPLIONS ...ttt ettt et ettt e e ne 291
LB.106. REIUINS ..ottt e ettt ettt e ettt et ettt eaas 291
L6.17. OPLIONS ... teteee ettt et et et e et 292
L8.08. REIUINS ..ottt e ettt ettt e ettt et ettt aas 292
O T o= U [ S TP 292
16.20. OPLIONS ...ttt ettt et ettt et 292
L8.20. REIUINS ..ottt et ettt et e ettt ettt eaas 292
18.22. REIUINS ..ottt et e et ettt e e et ettt ettt eaas 293
16.23. OPLIONS ...ttt ettt et e ans 293
L8.24. REIUINS ..ottt e ettt e ettt et et ettt eaas 293
16.25. OPLIONS ...ttt ettt et et e 293
18.26. REIUINS ...ttt et ettt ettt et ettt eaas 293
18,27, REIUINS ..ottt e e ettt ettt eaas 294
16.28. OPLIONS ...ttt ettt ettt et 294
18.29. REIUINS ..ottt e ettt e ettt et ettt et eas 294
18.30. REIUINS ..ottt e ettt et ettt 294
L6.3L. OPLIONS ...ttt ettt ettt et 294
18.32. REIUINS ..ottt et et aas 295
16.33. OPLIONS ...ttt ettt ettt et 295
18.34. REIUINS ..ottt e e ettt e ettt eaas 295
1835, REIUINS ..ot ettt et 295
16.36. OPLIONS ... veeeeeee ettt et ettt ene 295
1837, REIUINS ..ot e ettt 296
16.38. OPLIONS ...ttt ettt et et 296
18.30. REIUINS ..ottt e ettt ettt 296
LB.40. REIUINS ...ttt e e ettt e et ettt et ettt 297
L6.41. OPLIONS ...ttt ettt et ettt e e e 297
LB.42. REIUINS ..ottt e ettt ettt et et ettt eaas 297
16,43, QUENY PrEfiX .ot 298
18.1. Property Keys removed and their Profile based replacement .............oooiiiiiiiiiiiiiieee 410
18.2. Old and New Names For Job Clustering Profile Keys ..........oouiiiiiiiii e 410
18.3. Old and New Names For Transfer Bundling Profile Keys ... 411
18.4. Old Client Names and their NeW NaIMES ... ....iiiiie e a e 411
19.1. Common Data Sent By PegasusS WIMS CHENES .......uvuieiiiieeieiee et 417
19.2. Metrics Data Sent DY PEgASUS-PIAN ... ..euieiie e 417
19.3. Error Message Sent DY PEgASUS-PIAN .......uieiie e 418

Xii



Chapter 1. Introduction

Overview and Features

Pegasus WM S [ http://pegasus.isi.edu] is aconfigurable system for mapping and executing abstract application work-
flows over awide range of execution environments including a laptop, a campus cluster, a Grid, or a commercial or
academic cloud. Today, Pegasus runs workflows on Amazon EC2, Nimbus, Open Science Grid, the TeraGrid, and
many campus clusters. One workflow can run on asingle system or across a heterogeneous set of resources. Pegasus
can run workflows ranging from just a few computational tasks up to 1 million.

Pegasus WMS bridges the scientific domain and the execution environment by automatically mapping high-level
workflow descriptions onto distributed resources. It automatically locates the necessary input data and computation-
al resources necessary for workflow execution. Pegasus enables scientists to construct workflows in abstract terms
without worrying about the details of the underlying execution environment or the particulars of the low-level spec-
ifications required by the middieware (Condor, Globus, or Amazon EC2). Pegasus WMS also bridges the current
cyberinfrastructure by effectively coordinating multiple distributed resources. The input to Pegasus is a description
of the abstract workflow in XML format.

Pegasus allows researchers to translate complex computational tasks into workflows that link and manage ensembles
of dependent tasks and related data files. Pegasus automatically chains dependent tasks together, so that a single
scientist can complete complex computations that once required many different people. New users are encouraged to
explore the tutorial chapter to become familiar with how to operate Pegasus for their own workflows. Users create
and run a sample project to demonstrate Pegasus capabilities. Users can also browse the Useful Tips chapter to aid
them in designing their workflows.

Pegasus has a number of features that contribute to its useability and effectiveness.
« Portability / Reuse

User created workflows can easily be run in different environments without alteration. Pegasus currently runswork-
flows on top of Condor, Grid infrastrucutures such as Open Science Grid and TeraGrid, Amazon EC2, Nimbus, and
many campus clusters. The same workflow can run on a single system or across a heterogeneous set of resources.

* Performance
The Pegasus mapper can reorder, group, and prioritize tasksin order to increase the overall workflow performance.
 Scalability

Pegasus can easily scale both the size of the workflow, and the resources that the workflow is distributed over.
Pegasus runs workflows ranging from just a few computational tasks up to 1 million. The number of resources
involved in executing a workflow can scale as needed without any impediments to performance.

¢ Provenance

By default, all jobsin Pegasus are launched via the kickstart process that captures runtime provenance of the job
and helpsin debugging. The provenance datais collected in adatabase, and the data can be summarised with tools
such as pegasus-statistics, pegasus-plots, or directly with SQL queries.

» Data Management

Pegasus handles replica selection, data transfers and output registrations in data catalogs. These tasks are added to
aworkflow as auxilliary jobs by the Pegasus planner.

« Reliability

Jobs and data transfers are automatically retried in case of failures. Debugging tools such as pegasus-analyzer
helps the user to debug the workflow in case of non-recoverable failures.

e Error Recovery



http://pegasus.isi.edu
http://pegasus.isi.edu

Introduction

When errors occur, Pegasus tries to recover when possible by retrying tasks, by retrying the entire workflow, by
providing workflow-level checkpointing, by re-mapping portions of theworkflow, by trying alternative datasources
for staging data, and, when all elsefails, by providing a rescue workflow containing a description of only the work
that remains to be done. It cleans up storage as the workflow is executed so that data-intensive workflows have
enough space to execute on storage-constrained resource. Pegasus keeps track of what has been done (provenance)
including the locations of data used and produced, and which software was used with which parameters.

¢ Operating Environments
Pegasus workflows can be deployed across a variety of environments:
* Local Execution

Pegasus can run aworkflow on asingle computer with Internet access. Running in alocal environment is quicker
to deploy as the user does not need to gain access to muliple resources in order to execute a workfow.

¢ Condor Pools and Glideins

Condor is a specialized workload management system for compute-intensive jobs. Condor queues workflows,
schedules, and monitors the execution of each workflow. Condor Pools and Glideins are tools for submitting
and executing the Condor daemons on a Globus resource. As long as the daemons continue to run, the remote
machine running them appears as part of your Condor pool. For a more complete description of Condor, see the
Condor Project Pages [http://www.cs.wisc.edu/condor/description.html]

e Grids

Pegasus WMS is entirely compatible with Grid computing. Grid computing relies on the concept of distributed
computations. Pegasus apportions pieces of aworkflow to run on distributed resources.

¢ Clouds

Cloud computing uses a network as a means to connect a Pegasus end user to distributed resources that are based
in the cloud.

Workflow Gallery

Pegasus is curently being used in a broad range of applications. To review example workflows, see the Example
Workflows chapter. To see additional details about the workflows of the applications see the Gallery of Workflows
[http://pegasus.isi.edu/workflow_gallery/].

Wearealwayslooking for new applicationswilling to leverage our workflow technologies. If you areinterested please
contact us at pegasus at isi dot edu.

About this Document

This document is designed to acquaint new users with the capabilities of the Pegasus Workflow Management System
(WMS) and to demonstrate how WMS can efficiently provide a variety of ways to execute complex workflows on
distributed resources. Readers are encouraged to take the tutorial to acquaint themselves with the components of the
Pegasus System. Readers may al so want to navigate through the chapters to acquaint themsel ves with the components
on a deeper level to understand how to integrate Pegasus with your own data resources to resolve your individual
computational challenges.

Document Formats (Web, PDF)

Themain version of thisdocument isintended to be viewed online at the Pegasus website [ https://pegasus.isi .edu/doc-
umentation/]. For offline viewing, a PDF version [https://pegasus.isi.edu/documentation/pegasus-user-guide.pdf] is
also provided.
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Chapter 2. Tutorial

Introduction

This tutorial will take you through the steps of running simple workflows using Pegasus Workflow Management
System. Pegasus allows scientists to

1. Automatetheir scientific computational work, as portableworkflows. Pegasus enabl es sci entists to construct work-
flowsin abstract terms without worrying about the details of the underlying execution environment or the particu-
lars of the low-level specificationsrequired by the middleware (Condor, Globus, or Amazon EC2). It automatically
locatesthe necessary input dataand computational resources necessary for workflow execution. It cleans up storage
astheworkflow is executed so that data-intensive workflows have enough space to execute on storage-constrained
resources.

2. Recover fromfailuresat runtime. When errors occur, Pegasus tries to recover when possible by retrying tasks, and
when all elsefails, provides a rescue workflow containing a description of only the work that remains to be done.
It also enables users to move computations from one resource to another. Pegasus keeps track of what has been
done (provenance) including the locations of data used and produced, and which software was used with which
parameters.

3. Debug failures in their computations using a set of system provided debugging tools and an online workflow
monitoring dashboard.

Thistutorial isintended for new users who want to get a quick overview of Pegasus concepts and usage. The accom-
panying tutorial VM comes pre-configured to run the example workflows. The instructions listed here refer mainly
to the simple split workflow example. The tutorial covers

¢ submission of an already generated example workflow with Pegasus.

¢ how to use the Pegasus Workflow Dashboard for monitoring workflows.

 the command line tools for monitoring, debugging and generating statistics.

« recovery from failures

« creation of workflow using system provided AP

« information catal ogs configuration.

More information about the topics covered in this tutorial can be found in later chapters of this user's guide.

All of the steps in this tutorial are performed on the command-line. The convention we will use for command-line
input and output is to put things that you should type in bold, monospace font, and to put the output you should get
in anormal weight, monospace font, like this:

[user @ost dir]$ you type this
you get this

Where [ user @ost dir]$ isthe termina prompt, the text you should typeis “you type this”, and the
output you should get is"you get thi s". The terminal prompt will be abbreviated as $. Because some of the
outputs are long, we don’t always include everything. Where the output is truncated we will add an ellipsis ... to
indicate the omitted output.

If you are having trouble with this tutorial, or anything else related to Pegasus, you can contact the Pegasus

Usersmailing list at <pegasus- user s@ si . edu> to get help. You can also contact us on our support cha-
troom [https://pegasus.isi.edu/support] on HipChat.

Getting Started

Easiest way to start the tutorial isto connect to a hosted service using SSH as shown below.
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$ ssh tutorial @egasus-tutorial.isi.edu
tutorial @egasus-tutorial.isi.edu' s password: pegasusl23

Note

The workflow dashboard is not run in the hosted service. To try out the workflow dashboard use the virtual
machines provided below.

OR

We have provided severa virtual machines that contain all of the software required for this tutorial. Virtual machine
imagesare provided for VirtualBox and Amazon EC2. Information about deploying thetutorial VM on these platforms
isin the appendix. If you want to use the tutorial VM, please go to the appendix for the platform you are using and
follow the instructions for starting the VM found there before continuing with this tutorial.

If you have already installed Pegasus and Condor on your own machine, then you don't need to use the VM for the
tutorial. You can use the pegasus-i ni t command to generate the example workflow in any directory on your
machine. Just be aware that you will have to modify the paths referenced in thistutorial to match the directory where
you generated the example workflow.

The remainder of this tutorial will assume that you have aterminal open with Pegasus on your PATH.

What are Scientific Workflows

Scientific workflows allow usersto easily express multi-step computational tasks, for example retrieve data from an
instrument or a database, reformat the data, and run an analysis. A scientific workflow describes the dependencies
between the tasks and in most cases the workflow is described as adirected acyclic graph (DAG), where the nodes are
tasks and the edges denote the task dependencies. A defining property for ascientific workflow isthat it manages data
flow. Thetasksin ascientific workflow can be everything from short serial tasksto very large parallel tasks (MPI for
example) surrounded by alarge number of small, serial tasks used for pre- and post-processing.

Workflows can vary from simple to complex. Below are some examples. In the figures below, the task are designated
by circles/dllipses while the files created by the tasks are indicated by rectangles. Arrows indicate task dependencies.

Process Wor kflow

It consists of asingle task that runsthe | s command and generates alisting of thefilesin the */* directory.

Figure 2.1. Process Workflow

Pipeline of Tasks
The pipeline workflow consists of two tasks linked together in a pipeline. The first job runs the “curl” command to

fetch the Pegasus home page and store it asan HTML file. The result is passed to the ‘wc™ command, which counts
the number of linesin the HTML file.

Figure 2.2. Pipeline of Tasks

Split Workflow

The split workflow downloads the Pegasus home page using the “curl” command, then uses the “split™ command to
divideit into 4 pieces. The result is passed to the “wc™ command to count the number of linesin each piece.
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Figure 2.3. Split Workflow

Merge Wor kflow

The merge workflow runs the "Is’ command on several */bin directories and passes the results to the “cat™ command,
which mergesthefilesinto asingle listing. The merge workflow is an example of a parameter sweep over arguments.

Figure 2.4. Merge Workflow

Diamond Wor kflow

The diamond workflow runs combines the split and merge workflow patterns to create a more complex workflow.

Figure 2.5. Diamond Wor kflow

Complex Workflows

The above examples can be used as building blocks for much complex workflows. Some of these are showcased on
the Pegasus Applications page [https.//pegasus.isi.edu/applications].

Submitting an Example Workflow

All of the exampleworkflows described in the previous section can be generated with thepegasus- i ni t command.
For thistutorial we will be using the split workflow, which can be created like this:

$ cd /hone/tutorial
$ pegasus-init split
Do you want to generate a tutorial workflow? (y/n) [n]: vy
1: Process

2: Pipeline

3: Split

4:

What tutorial workflow do you want? (1-5) [1]: 3

$ cd split

$1s

README. nmd i nput pl an_dax. sh tc. txt
daxgen. py out put rc.txt

gener at e_dax. sh pegasus. properties sites.xm
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Tip

The pegasus-i ni t tool can be used to generate workflow skeletons from templates by asking the user
questions. It is easier to use pegasus-init than to start a new workflow from scratch.

The split workflow looks like this:

Figure 2.6. Split Workflow

The input workflow description for Pegasus is called the DAX. It can be generated by running the gener -
at e_dax. sh script from the split directory, like this:

$ ./generate_dax.sh split.dax
Cenerated dax split.dax

Thisscript will runasmall Python program (daxgen. py) that generatesafilewith a.dax extension using the Pegasus
Python API. We will cover the details of creating a DAX programmatically later in the tutorial. Pegasus reads the
DAX and generates an executable HT Condor workflow that is run on an execution site.

The pegasus- pl an command is used to submit the workflow through Pegasus. The pegasus-plan command reads
the input workflow (DAX file specified by --dax option), maps the abstract DAX to one or more execution sites,
and submits the generated executable workflow to HTCondor. Among other things, the options to pegasus-plan tell

Pegasus

 theworkflow to run

» where (what site) to run the workflow

« theinput directory where the inputs are placed

« the output directory where the outputs are placed

By default, the workflow is setup to run on the compute sites (i.e sites with handle other than "local") defined in the
sites.xml file. In our example, the workflow will run on a site named "condorpool” in the sitesxml file.

Note

If there are multiple compute sites specified in your sites.xml, and you want to choose a specific site, use
the --sites option to pegasus-plan

To plan the split workflow invoke the pegasus-plan command using the pl an_dax. sh wrapper script as follows:

$ ./plan_dax.sh split.dax

2015.10. 22 19:12:10. 402 PDT:

2015.10. 22 19:12:10. 409 PDT:

2015.10. 22 19:12:10. 414 PDT: File for submitting this DAG to Condor
split-0.dag. condor. sub

2015.10.22 19:12:10.420 PDT: Log of DAGVan debuggi ng nessages
split-0.dag. dagnan. out

2015.10.22 19:12:10. 426 PDT: Log of Condor |ibrary output
split-0.dag.|ib. out

2015.10.22 19:12:10.431 PDT: Log of Condor library error nessages
split-0.dag.lib.err

2015.10.22 19:12:10. 436 PDT: Log of the life of condor_dagman itself
split-0.dag. dagnan. | og

2015.10. 22 19:12:10. 442 PDT:
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2015.10.22 19:12:14.292 PDT: Your database is conpatible with Pegasus version: 4.5.3
2015.10.22 19:12:15.198 PDT: Subnmitting to condor split-0.dag.condor.sub

2015. 10. 22 19: 12: 15. 997 PDT: Subnitting job(s).

2015.10.22 19:12:16. 003 PDT: 1 job(s) subnmitted to cluster 111

2015.10.22 19:12:16. 055 PDT: Your workfl ow has been started and is running in the base directory
2015.10.22 19:12:16.071 PDT: /honme/tutorial/split/submt/tutorial/pegasus/split/run0001
2015.10.22 19:12:16.084 PDT: *** To nonitor the workflow you can run ***

2015.10.22 19:12:16. 098 PDT: pegasus-status -1 /home/tutorial/split/submt/tutorial/pegasus/
split/run0001

2015.10.22 19:12:16.114 PDT:

2015.10.22 19:12:16. 119 PDT: *** To renpve your workflow run ***

2015.10.22 19:12:16.125 PDT:

2015.10.22 19:12:16.131 PDT: pegasus-renove /honme/tutorial/split/submt/tutorial/pegasus/split/
run0001

2015.10.22 19:12:16.137 PDT:

2015.10.22 19:12:17.630 PDT: Time taken to execute is 1.918 seconds

Note

The line in the output that starts with pegasus- st at us, contains the command you can use to monitor
the status of the workflow. The path it contains is the path to the submit directory where al of the files
required to submit and monitor the workflow are stored.

Thisiswhat the split workflow looks like after Pegasus has finished planning the DAX:

Figure 2.7. Split DAG

For thisworkflow the only jobs Pegasus needsto add are adirectory creation job, astage-in job (for pegasus.html), and
stage-out jobs (for wc count outputs). The cleanup jobs remove data that is no longer required as workflow executes.

Workflow Dashboard for Monitoring and Debugging

The Pegasus Dashboard is aweb interface for monitoring and debugging workflows. We will use the web dashboard
to monitor the status of the split workflow.

If you are doing the tutorial using the tutorial VM, then the dashboard will start when the VM boots. If you are using
your own machine, then you will need to start the dashboard by running:

$ pegasus-service

By default, the dashboard server can only monitor workflows run by the current user i.e. the user who is running the
pegasus-service.

Access the dashboard by navigating your browser to https://localhost:5000. If you are using the EC2 VM you will
need to replace 'localhost' with the 1P address of your EC2 instance.

When the webpage loads up, it will ask you for a username and a password. If you are using the tutorial VM, then
log in as user "tutorial" with password "pegasus’. If you are running the dashboard on your own machine, then use
your UNIX username and password to log in.

The Dashboard's home page lists all workflows, which have been run by the current-user. The home page shows the
status of each workflow i.e. Running/Successful/Failed/Failing. The home page lists only the top level workflows
(Pegasus supports hierarchical workflows i.e. workflows within aworkflow). The rowsin the table are color coded
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* Green: indicates workflow finished successfully.
¢ Red: indicates workflow finished with afailure.
¢ Blue indicates aworkflow is currently running.

¢ Gray: indicates a workflow that was archived.

Figure 2.8. Dashboard Home Page

pegasus-dashboard @
A
Workflow Listing

™

/
Successful: 8

M Running M Failed [ Successful

Show results for | all 5]
10

w:;f:w :  Submit Host & Submit Directory s  State ¢ Submitted On -
split workflow.isi.edu  /nfs/ccg3d/ccg/home/examples/split/split/run0006 Running Fri, 23 Oct 2015 16:04:00
split workflow.isi.edu  /nfs/ccg3/ccg/home/examples/split/split/run0004 Failed Fri, 23 Oct 2015 15:56:01
diamond workflow.isi.edu  /nfs/ccg3/ccg/home/examples/diamond/diamond/run0002  Successful  Fri, 23 Oct 2015 15:50:17
split workflow.isi.edu  /nfs/ccg3/ccg/home/examples/split/split/run0003 Failed Fri, 23 Oct 2015 15:41:15
split workflow.isi.,edu /nfs/ccg3/ccg/home/examples/split/split/run0002 Successful  Fri, 23 Oct 2015 15:04:44
process workflow.isi.edu  /nfs/ccg3/ccg/home/examples/process/process/run0001 Successful  Fri, 23 Oct 2015 15:00:38
pipeline workflow.isi.edu  /nfs/ccg3/ccg/home/examples/pipeline/pipeline/run0001 Successful  Fri, 23 Oct 2015 15:00:28
merge workflow.isi.,edu /nfs/ccg3/ccg/home/examples/merge/merge/run0001 Successful  Fri, 23 Oct 2015 15:00:15
diamond workflow.isi.edu /nfs/ccg3/ccg/home/examples/diamond/diamond/run0001  Successful  Fri, 23 Oct 2015 15:00:06
split workflow.isi.edu /nfs/ccg3/ccg/home/examples/split/split/run0001 Successful  Fri, 23 Oct 2015 14:59:50
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To view details specific to a workflow, the user can click on corresponding workflow label. The workflow details
page lists workflow specific information like workflow label, workflow status, location of the submit directory, etc.
The details page also displays pie charts showing the distribution of jobs based on status.
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In addition, the details page displays atab listing all sub-workflows and their statuses. Additional tabs exist which list
information for all running, failed, successful, and failing jobs.

The information displayed for ajob depends on it's status. For example, the failed jobs tab displays the job name, exit
code, links to available standard output, and standard error contents.




Workflow Details 1145e2d5-ad2f-45d6-a3ce-4bds8499d8af[ M

Summary = Files{)  Metadata @

Label diamond
Type root-wf
Progress Successful
Submit Host cartman
User bamboo
Submit Directory B3 [ Afs1/software/bamboo/data/xmi-data/build-dir/ PEGASUS-WT-T39A/test/core/039-bl. ..
DAGMan Out File & diamond-0.dag.dagman.out
Wall Time 5 mins 9 secs
Cumulative Wall Time 5 mins 52 secs
Job Status (Entire Workflow) Job Status (Per Workflow)

Unsubmitted: 0

Failed: 0

Jobs: 0
Workflows: 0
Total: 0

lobs: 26
Successful: 26 Workflows: 0
Total: 26
Il Unsubmitted Il Failed Il Successful M Running Ml Failed I Successful

Charts Statistics

=

I Sub Workflows

Job Name - Time Taken ¢
analyze_|DO000004 1 min
clean_up_local_level_3_0 5 secs
clean_up_local_level_4_0 5 secs
clean_up_local_level_4_1 3 secs
clean_up_local_level 5 0 7 secs
clean_up_local_level_6_0 3 secs
cleanup_diamond_0_local 3 secs
create_dir_diamond_0_local 2 secs
findrange_ID0000002 1 min 1 sec
findrange_|D0000003 1 min

2 3 Next Last

STAMPEDE

i

[ ¥,
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To view details specific to a job the user can click on the corresponding job's job label. The job details page lists
information relevant to a specific job. For example, the page lists information like job name, exit code, run time, etc.

The job instance section of the job details page lists all attempts made to run the job i.e. if ajob failed in its first
attempt due to transient errors, but ran successfully when retried, the job instance section shows two entries; one for
each attempt to run the job.

Thejob details page a so showstab'sfor failed, and successful task invocations (Pegasus allows usersto group multiple
smaller task'sinto asingle jobi.e. ajob may consist of one or more tasks)

11



pegasus-dashhoard

Y/ Workflow / Job

Job Details
Label Is_1DO000001
Type Compute
Exit Code 0
Working Directory /private/var/condor/execute/dir_12968

Application Stdour/Stderr
Kickstart Output

Condor Stderr/Pegasus Lite Log

Preview
< 00/00/ls_IDO0O00001 .out.000

<’ 00/00/s_IDOO00001 .er.000

Condor Submit File ¢ Is_ID0000001.sub
Site condorpool
Host 128.9.72.154 > isls.isi.edu
Job States
Submit Thu Mar 23, 2017 01:25:53 PM (0 secs )
Execute Thu Mar 23, 2017 01:26:08 PM ( 15 secs )
Image Size Thu Mar 23, 2017 01:26:08 PM ( 0 secs )
Job Terminated Thu Mar 23, 2017 01:26:08 PM ( 0 secs )
Job Success Thu Mar 23, 2017 01:26:08 PM ( 0 secs )
Post Script Started Thu Mar 23, 2017 01:26:08 PM ( 0 secs )
Post Script Terminated Thu Mar 23, 2017 01:26:13 PM ( 5 secs )
Post Script Success Thu Mar 23, 2017 01:26:13 PM ( 0 secs )

Job Instances

<>
<&

Try = Job Instance ID < Exitcode s Stdout

1 2 0 Preview Preview

Job Invocations

No failed invocations.

STAMPEDE

Copyright ©) 2015 University of Southern California

pegasus-users@isi.edu
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Thetask invocation detail s page providestask specific information like task name, exit code, duration etc. Task details
differ from job details, asthey are more granular in nature.

13
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Figure 2.11. Dashboard I nvocation Page

pegasus-dashboard

N/ Workflow / Job

Task Details

Task Label
Transformation
Working Directory
Executable
Arguments
Exit Code
Start Time
Remote Duration

Remote CPU Time
Task Metadata
size

time

transformation

STAMPEDE

Task Details

1D0000004

diamend::analyze:4.0

Nvar/lib/condor/execute/dir_784086

[ /var/lib/condor/execute/dir_784086/diamond-analyze-4.0
[} -a analyze -T80 -i f.c1 f.c2 -0 f.d

0

Tue, 26 Jan 2016 09:54:16

1 min

59 secs

2048
60

analyze

Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu
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The dashboard & so has web pages for workflow statistics and workflow charts, which graphically rendersinformation

provided by the pegasus-statistics and pegasus-plots command respectively.
The Statistics page shows the following statistics.

1. Workflow level statistics

2. Job breakdown statistics

3. Job specific statistics
Figure 2.12. Dashboard Statistics Page

pegasus-dashboard

yﬁ\ Workflow / Statistics

Statistics

Workflow Wall Time
Workflow Cumulative Job Wall Time
Cumulative Job Walltime as seen from Submit Side
Workflow Cumulative Badput Time
Cumulative Job Badput Walltime as seen from Submit Side

Workflow Retries

12 mins 23 secs

9 mins 34 secs

9 mins 35 secs

9 mins 23 secs

9 mins 20 secs

1

| Workflow Statistics

Type Succeeded Failed Incomplete Total
Tasks 5 0 0 5
Jobs 16 ] 0 16
Sub Workflows 0 0 0 0

Retries Total + Retries
5
18

0

Type Succeeded Failed Incomplete Total
Tasks 5 0 0 5
Jobs 16 0 0 16
Sub Workflows 0 0 0 0

» Job Breakdown Statistics

» Job Statistics

STAMPEDE

1w

Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu

Retries Total + Retries

18
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Command line tools for Monitoring and Debugging

Pegasus also comes with a series of command line tools that users can use to monitor and debug their workflows.
¢ pegasus-status : monitor the status of the workflow
¢ pegasus-analyzer : debug a failed workflow

¢ pegasus-statistics : generate statistics from aworkflow run.

pegasus-status - monitoring the workflow

After the workflow has been submitted you can monitor it using the pegasus- st at us command:

$ pegasus-status -1 submit/tutorial/pegasus/split/run0001

STAT | N_STATE JOB

Run 00:39 split-0 ( /home/tutorial/split/submt/tutorial/pegasus/split/run0001 )
Idle 00: 03  #i#split_| DOO00001

Summary: 2 Condor jobs total (1:1 R 1)

UNRDY READY PRE IN.Q POST DONE FAIL YDONE STATE  DAGNAME
14 0 0 1 0 2 0 11.8 Running *split-0.dag

This command shows the workflow (split-0) and the running jobs (in the above output it shows the two findrange
jobs). It also gives statistics on the number of jobs in each state and the percentage of the jobs in the workflow that
have finished successfully.

Usethe wat ch option to continuously monitor the workflow:

$ pegasus-status -w subnit/tutorial/pegasus/split/run0001

Y ou should see all of the jobsin the workflow run one after the other. After a few minutes you will see:
(no matching jobs found in Condor Q

UNRDY READY PRE IN.Q POST DONE FAIL %OONE STATE DAGNAME
0 0 0 0 0 15 0 100.0 Success *split-0.dag

That means the workflow is finished successfully.

If the workflow finished successfully you should see the output count filesin the out put directory.

$ |'s output/
count.txt.a count.txt.b count.txt.c count.txt.d

pegasus-analyzer - debug a failed workflow

In the case that one or more jobs fails, then the output of the pegasus- st at us command above will have a non-
zero value in the FAI LURE column.

Y ou can debug thefailureusing thepegasus- anal yzer command. Thiscommand will identify the jobsthat failed
and show their output. Because the workflow succeeded, pegasus- anal yzer will only show some basic statistics
about the number of successful jobs:

$ pegasus-anal yzer subnit/tutorial/pegasus/split/run0001
pegasus-anal yzer: initializing...

****************************Sun—rrary***************************

Total jobs : 11 (100. 009
# j obs succeeded : 11 (100. 009
# jobs failed : 0 (0.00%
# jobs unsubnitted : 0 (0.00%

If the workflow had failed you would see something like this:
$ pegasus-anal yzer submit/tutorial/pegasus/split/run0002

************************************Sunnary*************************************

Subnmit Directory : submit/tutorial/pegasus/split/run0002

16



Tutorial

Total jobs : 15 (100. 009
# j obs succeeded : 1 (5.88%
# jobs failed : 1 (5.88%
# jobs unsubmitted : 15 (88.24%

KKKk KKK KK KRR KKK KR K KKK KRk Xk ***x Fqj | ed ] ODS' detaj| S*¥*¥***kkkkkkhkkkkhhkkkkhhkkkkkkkx

tage_in_|l ocal _PegasusVM 0_0

| ast state: POST_SCRI PT_FAI LED
site: local
submit file: stage_in_|local _PegasusVM 0_0. sub
output file: stage_in_|local _PegasusVM 0_0. out. 001
error file: stage_in_|local _PegasusVM 0_0. err. 001

------------------------------- Task #1 - SUMMAIY---------------mm oo

site . local

host nanme :unknown

executabl e : /usr/bin/pegasus-transfer
argunent s : --threads 2

exitcode 1

working dir : /home/tutorial/split/submt/tutorial/pegasus/split/run0002

------------------ Task #1 - pegasus::transfer - None - stdout-------------------

2015-10-22 21:13:50, 970 INFO Reading URL pairs fromstdin

2015-10-22 21:13:50,970 INFO.  PATH=/usr/bin:/bin

2015-10-22 21:13:50,970 I NFO.  LD_LI BRARY_PATH=

2015-10-22 21:13:50,972 INFO 1 transfers | oaded

2015-10-22 21:13:50,972 INFO  Sorting the tranfers based on transfer type and source/destination
2015-10-22 21:13:50,972 | NFO.

2015-10-22 21:13:50,972 INFO Starting transfers - attenpt 1

2015-10-22 21:13:50, 972 INFO Using 1 threads for this round of transfers

2015-10-22 21:13:53, 845 ERROR:  Command exited with non-zero exit code (1): /usr/bin/scp -r -B -
0 User KnownHost sFil e=/dev/null -o StrictHost KeyChecki ng=no -i /hone/tutorial/.ssh/id_rsa -P 22 '/
home/ t ut ori al / exanpl es/ split/input/pegasus. htm' 'tutorial @27.0.0.1:/home/tutorial/work/tutoriall/
pegasus/ split/run0002/ pegasus. ht m '

2015-10-22 21:15:55,911 | NFO.
2015-10-22 21:15:55,912 INFO Starting transfers - attenpt 2
2015-10- 22 21:15:55,912 INFO Using 1 threads for this round of transfers

2015-10- 22 21:15:58, 446 ERROR:  Command exited with non-zero exit code (1): /usr/bin/scp -r -B -
0 User KnownHost sFil e=/dev/null -o StrictHost KeyChecking=no -i /hone/tutorial/.ssh/id_rsa -P 22 '/
home/ t ut ori al / exanpl es/ split/input/pegasus. htm' 'tutorial @27.0.0.1:/honme/tutorial/work/tutoriall/
pegasus/ split/run0002/ pegasus. htm '

2015-10-22 21:16: 40, 468 | NFO.
2015-10-22 21:16: 40, 469 INFO Starting transfers - attenpt 3
2015-10- 22 21:16: 40, 469 INFO Using 1 threads for this round of transfers

2015-10-22 21:16: 43, 168 ERROR:  Command exited with non-zero exit code (1): /usr/bin/scp -r -B -
0 User KnownHost sFil e=/dev/null -o StrictHost KeyChecking=no -i /hone/tutorial/.ssh/id_rsa -P 22 '/
home/ t ut ori al / exanpl es/ split/input/pegasus. htm' 'tutorial @27.0.0.1:/honme/tutorial/work/tutoriall/
pegasus/ split/run0002/ pegasus. htm '

2015-10-22 21:16: 43,173 I NFO.

2015-10-22 21:16: 43,173 INFO  Stats: no local files in the transfer set
2015-10-22 21:16:43,173 CRITICAL: Sone transfers failed! See above, and possibly stderr.
------------- Task #1 - pegasus::transfer - None - Kickstart stderr--------------

Warni ng: Pernmanently added '127.0.0.1" (RSA) to the list of known hosts.
/home/tutorial/split/input/pegasus.htm: No such file or directory

/home/tutorial/split/input/pegasus.htm: No such file or directory

In this example, we removed one of the input files. We will cover this in more detail in the recovery section. The
output of pegasus- anal yzer indicates that pegasus.html file could not be found.

pegasus-statistics - collect statistics about a workflow run

The pegasus- st ati sti cs command can be used to gather statistics about the runtime of the workflow and its
jobs. The-s al | argument tells the program to generate all statistics it knows how to calculate:

17
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$ pegasus-statistics —s all submit/tutorial/pegasus/split/run0001

Pegasus Wor kfl ow Managenent System - http://pegasus.isi.edu

Wor kf | ow sunmary:
Summary of the workflow execution. It shows total
t asks/j obs/sub workflows run, how many succeeded/failed etc.
I'n case of hierarchical workflow the cal cul ati on shows the
statistics across all the sub workflows.It shows the follow ng
statistics about tasks, jobs and sub workfl ows.

* Succeeded - total count of succeeded tasks/jobs/sub workfl ows.

* Failed - total count of failed tasks/jobs/sub workfl ows.

* Inconplete - total count of tasks/jobs/sub workflows that are
not in succeeded or failed state. This includes all the jobs
that are not submitted, submitted but not conpleted etc. This
is calculated as difference between 'total' count and sum of
'succeeded' and 'failed count.

* Total - total count of tasks/jobs/sub workfl ows.

* Retries - total retry count of tasks/jobs/sub workfl ows.

* Total +Retries - total count of tasks/jobs/sub workflows executed
during workflow run. This is the cunulative of retries,
succeeded and failed count.

Wor kfl ow wal | tine:
The wall time fromthe start of the workfl ow execution to the end as
reported by the DAGVAN. I n case of rescue dag the value is the
curmul ative of all retries.

Wor kf | ow cumul ative job wall tine:
The sum of the wall time of all jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.

Cunul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAn.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.

Cunul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAn.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall time value includes jobs
fromthe sub workflows as well.

Wor kf | ow cumul ative job badput wall tine:
The sumof the wall tine of all failed jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.

Currul ative job badput wall time as seen fromsubnit side:
The sumof the wall tine of all failed jobs as reported by DAGVaN.
This is simlar to the regular cumul ative job badput wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.

R R TR s s R I T S R TR S S S S R R R S R R R TR S S S S R

Type Succeeded Failed |Inconplete Total Retries Total +Retries
Tasks 5 0 0 5 0 5

Jobs 15 0 0 15 0 15
Sub-Workflows 0 0 0 0 0 0

Wor kflow wal | tine 2 mns, 6 secs

Wor kfl ow cunul ative job wall tine : 38 secs

Cunul ative job wall tine as seen fromsubmt side : 42 secs
Wor kf | ow cumul ative job badput wall tine :
Cunul ative job badput wall tinme as seen fromsubmt side :

Sunmmary : submit/tutorial/pegasus/split/run0001/statistics/sumary.txt
Wor kf | ow execution statistics : submit/tutorial/pegasus/split/run0001/statistics/workflow txt
Job instance statistics : submit/tutorial/pegasus/split/run0001/statistics/jobs.txt
Transformation statistics : submit/tutorial/pegasus/split/run0001/statistics/breakdown.t xt
Time statistics : submit/tutorial/pegasus/split/run0001/statistics/tine.txt
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The output of pegasus- st ati sti cs contains many definitions to help users understand what al of the values
reported mean. Among these are the total wall time of the workflow, which is the time from when the workflow was
submitted until it finished, and the total cumulative job wall time, which is the sum of the runtimes of all the jobs.

The pegasus-stati sti cs command also writes out several reportsin the st ati sti cs subdirectory of the
workflow submit directory:

$ I's submt/tutorial/pegasus/split/run0001/statistics/

j obs. t xt summary. t xt tine.txt br eakdown. t xt wor kf | ow. t xt

Thefilebr eakdown. t xt , for example, has min, max, and mean runtimes for each transformation:

$ nore subnit/tutorial/pegasus/split/run0001/statistics/breakdown.txt

# | egends

# Transformation - name of the transformation.

# Count - the nunber of times the invocations corresponding to
# the transformati on was executed.

# Succeeded - the count of the succeeded invocations correspondi ng
# to the transfornmation.

# Fail ed - the count of the failed invocations corresponding to
# the transformation.

# M n(sec) - the mnimuminvocation runtinme value corresponding to
# the transformation.

# Max(sec) - the maxi muminvocation runtime val ue corresponding to
# the transformation.

# Mean(sec) - the nmean of the invocation runtime corresponding to
# the transformation.

# Tot al (sec) - the cumul ative of invocation runtime corresponding to
# the transformation.

# 773d8f a3- 8bf f - 4f 75- 8e2b- 38e2c904f 803 (split)

Transformati on Count Succeeded Failed Mn Max Mean Tot al
dagman: : post 15 15 0 5.0 6.0 5.412 92.0
pegasus: : cl eanup 6 6 0 1. 474 3.178 2.001 12. 008
pegasus: : di r manager 1 1 0 2.405 2.405 2.405 2.405
pegasus::rc-client 2 2 0 2.382 7.406 4.894 9.788
pegasus: : transfer 3 3 0 3.951 5.21 4.786 14. 358
split 1 1 0 0. 009 0. 009 0. 009 0. 009
we 4 4 0 0. 005 0. 029 0.012 0. 047

# Al (Al)

Transformati on Count Succeeded Failed Mn Max Mean Tot al
dagman: : post 15 15 0 5.0 6.0 5.412 92.0
pegasus: : cl eanup 6 6 0 1.474 3.178 2.001 12.008
pegasus: : di r manager 1 1 0 2.405 2.405 2.405 2.405
pegasus::rc-client 2 2 0 2.382 7.406 4.894 9.788
pegasus: : transfer 3 3 0 3.951 5.21 4.786 14. 358
split 1 1 0 0. 009 0. 009 0. 009 0. 009
we 4 4 0 0. 005 0. 029 0.012 0. 047

In this case, because the example transformation sleeps for 30 seconds, the min, mean, and max runtimes for each of
the analyze, findrange, and preprocess transformations are all close to 30.

Recovery from Failures

Executing workflows in a distributed environment can lead to failures. Often, they are a result of the underlying
infrastructure being temporarily unavailable, or errors in workflow setup such as incorrect executables specified, or
input files being unavailable.

In case of transient infrastructure failures such as a node being temporarily down in a cluster, Pegasus will automati-
caly retry jobsin case of failure. After a set number of retries (usually once), a hard failure occurs, because of which
workflow will eventualy fail.

In most of the cases, these errors are correctabl e (either the resource comes back online or application errors are fixed).
Oncetheerrors arefixed, you may not want to start anew workflow but instead start from the point of failure. In order
to do this, you can submit the rescue workflows automatically created in case of failures. A rescue workflow contains
only adescription of only the work that remains to be done.
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Submitting Rescue Workflows

In this example, we will take our previously run workflow and introduce errors such that workflow we just executed

failsat runtime.

First we will "hide" the input file to cause afailure by renaming it:

$ nv input/pegasus. htnl input/pegasus. htni.bak

Now submit the workflow again:

$ ./plan_dax.sh split.dax

2015. 10. 22 20: 20: 08. 299 PDT:

2015. 10. 22 20: 20: 08. 307 PDT:

2015. 10. 22 20: 20: 08. 312 PDT: File for submitting this DAG to Condor
split-0.dag. condor. sub

2015. 10. 22 20: 20: 08. 323 PDT: Log of DAGVan debuggi ng nessages
split-0.dag. dagnan. out

2015. 10. 22 20: 20: 08. 330 PDT: Log of Condor |ibrary output
split-0.dag.|ib.out

2015. 10. 22 20: 20: 08. 339 PDT: Log of Condor l|ibrary error messages
split-0.dag.lib.err

2015. 10. 22 20: 20: 08. 346 PDT: Log of the life of condor_dagnan itself
split-0.dag. dagnan. | og

2015. 10. 22 20: 20: 08. 352 PDT:

2015. 10. 22 20: 20: 08. 368 PDT:

2015. 10. 22 20: 20: 12. 331 PDT: Your database is conpatible w th Pegasus version:

2015. 10. 22 20: 20: 13. 326 PDT: Submitting to condor split-0.dag.condor.sub

2015. 10. 22 20: 20: 14. 224 PDT: Submitting job(s).

2015. 10. 22 20: 20: 14. 254 PDT: 1 job(s) submitted to cluster 168.

2015. 10. 22 20: 20: 14. 297 PDT: Your workfl ow has been started and is running in the base directory:

2015. 10. 22 20: 20: 14. 309 PDT: /hone/tutorial/split/submt/tutorial/pegasus/split/run0002

2015. 10. 22 20: 20: 14. 321 PDT: *** To nmonitor the workflow you can run ***

2015. 10. 22 20: 20: 14. 332 PDT: pegasus-status -l /hone/tutorial/split/submt/tutorial/pegasus/

split/run0002

2015. 10. 22 20: 20: 14. 351 PDT:

2015. 10. 22 20: 20: 14. 369 PDT: *** To renpve your workflow run ***
2015. 10. 22 20: 20: 14. 376 PDT:

2015. 10. 22 20: 20: 14. 388 PDT: pegasus-renove /home/tutorial/split/submt/tutorial/pegasus/split/

run0002
2015. 10. 22 20: 20: 14. 397 PDT:
2015. 10. 22 20: 20: 16. 146 PDT: Time taken to execute is 10.292 seconds

We will now monitor the workflow using the pegasus-status command till it fails. We will add -w option to pega-

sus-status to watch automatically till the workflow finishes:

$ pegasus-status -w submit/tutorial/pegasus/split/run0002

(no matching jobs found in Condor Q

UNREADY  READY PRE QUEUED POST SUCCESS FAI LURE %DONE
8 0 0 0 0 2 1 18.2

Summary: 1 DAG total (Failure:1)

Now we can use the pegasus-analyzer command to determine what went wrong:

$ pegasus-anal yzer submit/tutorial/pegasus/split/run0002

************************************Sun-n-ary*************************************

Subnmit Directory : submit/tutorial/pegasus/split/run0002
Total jobs : 11 (100.00%

# j obs succeeded : 2 (18.18%

# jobs failed : 1 (9.09%

# jobs unsubmitted : 8 (72.73%

KkkKk kKKK KRR KKK KR K KKKk KKk k***x Fqj | ed ] ODS' detaj| S*¥*¥***kkkkkkhkkkkhhkkkkkkkkkkkkx

tage_in_renote_local _0_0
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| ast state: POST_SCRI PT_FAI LED
site: |ocal
submit file: stage_in_renote_|l ocal _0_0.sub
output file: stage_in_renote_|l ocal _0_0.out.001
error file: stage_in_renmote_|l ocal _0_0.err.001

------------------------------- Task #1 - SUMMAIY----------------mom oo

site : local

host nane :unknown

executable : /usr/local/bin/pegasus-transfer
argunent s : --threads 2

exitcode 1

working dir : /honme/tutorial/split/submt/tutorial/pegasus/split/run0002

------------------ Task #1 - pegasus::transfer - None - stdout-------------------

2016- 02-18 11:52:58, 189 INFO Reading URL pairs fromstdin

2016- 02-18 11:52:58, 189 I NFO.  PATH=/ usr/ |l ocal / bi n:/usr/bin:/bin

2016- 02-18 11:52:58, 189 I NFO.  LD_LI BRARY_PATH=

2016-02-18 11:52:58, 189 INFO 1 transfers | oaded

2016-02-18 11:52:58, 189 INFO  Sorting the tranfers based on transfer type and source/destination
2016- 02-18 11:52:58, 190 | NFO.

2016- 02-18 11:52:58,190 INFO Starting transfers - attenpt 1

2016-02-18 11:52:58, 190 INFO Using 1 threads for this round of transfers

2016-02- 18 11:53: 00, 205 ERROR:  Command exited with non-zero exit code (1): /bin/cp -f -R -L
"/home/tutorial/split/input/pegasus.htm' '/home/tutorial/split/scratch/tutorial/pegasus/split/
run0002/ pegasus. htm '

2016- 02-18 11: 54: 46, 205 I NFO.
2016- 02-18 11:54: 46, 205 INFO Starting transfers - attenpt 2
2016- 02- 18 11: 54: 46, 205 INFO Using 1 threads for this round of transfers

2016-02- 18 11: 54: 48, 220 ERROR:  Command exited with non-zero exit code (1): /bin/cp -f -R -L
"/home/tutorial/split/input/pegasus.htm' '/home/tutorial/split/scratch/tutorial/pegasus/split/
run0002/ pegasus. htm '

2016- 02-18 11:55: 24,224 | NFO.
2016- 02-18 11:55: 24,224 INFO Starting transfers - attenpt 3
2016- 02- 18 11: 55: 24, 224 INFO Using 1 threads for this round of transfers

2016- 02-18 11:55: 26, 240 ERROR. Conmand exited with non-zero exit code (1): /bin/cp -f -R-L
"/home/tutorial/split/input/pegasus.htm' '/home/tutorial/split/scratch/tutorial/pegasus/split/

run0002/ pegasus. htm '

2016- 02- 18 11:55: 26, 240 I NFO.

2016- 02- 18 11: 55: 26, 240 INFO Stats: no local files in the transfer set
2016-02-18 11:55:26,240 CRITICAL: Sone transfers failed! See above, and possibly stderr.

------------- Task #1 - pegasus::transfer - None - Kickstart stderr--------------

cp: /home/tutorial/split/input/pegasus.htm: No such file or directory
cp: /home/tutorial/split/input/pegasus.htm: No such file or directory
cp: /home/tutorial/split/input/pegasus.htm: No such file or directory

The abovelisting indicatesthat it could not transfer pegasus.html. Let's correct that error by restoring the pegasus.html
file:

$ nv input/pegasus. htm . bak i nput/pegasus. htm

Now in order to start the workflow from where we | eft off, instead of executing pegasus-plan we will use the command
pegasus-run on the directory from our previous failed workflow run:

$ pegasus-run submit/tutorial/pegasus/split/run0002/

Rescued /home/tutorial/split/submt/tutorial/pegasus/split/run0002/split-0.10g as /hone/tutorial/
split/submt/tutorial/pegasus/split/run0002/split-0.log.000

Subnmitting to condor split-0.dag.condor.sub

Subnitting job(s).

1 job(s) submitted to cluster 181.

Your wor kfl ow has been started and is running in the base directory:

submi t/tutorial/pegasus/split/run0002/
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*** To nonitor the workflow you can run ***
pegasus-status -1 submit/tutorial/pegasus/split/run0002/
*** To renmove your workflow run ***

pegasus-renove submit/tutorial/pegasus/split/run0002/

The workflow will now run to completion and succeed.

$ pegasus-status -l submit/tutorial/pegasus/split/run0002/
(no matching jobs found in Condor Q
UNRDY READY PRE IN Q POST DONE FAIL %ONE STATE DAGNAMVE
0 0 0 0 0 11 0 100.0 Success *split-0.dag
Summary: 1 DAG total (Success:1)

Generating the Workflow

The example that you ran earlier already had the workflow description (split.dax) generated. Pegasus reads workflow
descriptions from DAX files. The term "DAX" is short for "Directed Acyclic Graph in XML". DAX isan XML file
format that has syntax for expressing jobs, arguments, files, and dependencies. We now will be creating the split
workflow that we just ran using the Pegasus provided DAX API:

Figure 2.13. Split Workflow

In this diagram, the ovals represent computational jobs, the dog-eared squares are files, and the arrows are dependen-
cies.

In order to create aDAX it isnecessary to write code for aDAX generator. Pegasus comeswith Perl, Java, and Python
libraries for writing DAX generators. In this tutorial we will show how to use the Python library.

The DAX generator for the split workflow isin thefiledaxgen. py. Look at thefile by typing:

$ nore daxgen. py
Tip

We will be using the nor e command to inspect severa filesin this tutorial. nmor e is a pager application,
meaning that it splits text files into pages and displays the pages one at atime. Y ou can view the next page
of afile by pressing the spacebar. Type 'h' to get help on using nor e. When you are done, you can type
'q'to close thefile.

The code has 3 main sections:

1. A new ADAG object is created. Thisisthe main object to which jobs and dependencies are added.

# Create a abstract dag
dax = ADAG"split")

2. Jobsandfilesare added. The5jobsinthediagram above are added and 9filesarereferenced. Argumentsaredefined
using strings and File objects. The input and output files are defined for each job. Thisis an important step, as it
allows Pegasusto track thefiles, and stage the dataiif necessary. Workflow outputs are tagged with "transfer=true".

# the split job that splits the webpage into snaller chunks
webpage = Fil e("pegasus. htm ")
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split = Job("split")
split.addArgunments("-1","100","-a","1", webpage, "part.")
split.uses(webpage, |ink=Link.|NPUT)

dax. addJob(split)

3. Dependencies are added. These are shown as arrows in the diagram above. They define the parent/child relation-
ships between the jobs. When the workflow is executing, the order in which the jobs will be run is determined by
the dependenci es between them.

# Add control -fl ow dependenci es
dax. depends(wc, split)

Generate aDAX filenamed spl i t . dax by typing:

$ ./generate_dax.sh split.dax
Cenerated dax split.dax

Thespl it. dax fileshould contain an XML representation of the split workflow. Y ou can inspect it by typing:

$ nore split.dax

Information Catalogs

Theworkflow description (DAX) that you specify to Pegasusis portable, and usually does not contain any locationsto
physical input files, executables or cluster end points where jobs are executed. Pegasus uses three information catal ogs
during the planning process.

Figure 2.14. Information Catalogs used by Pegasus

The Site Catalog

The site catalog describes the sites where the workflow jobs are to be executed. In this tutorial we assume that you
have a Personal Condor pool running on localhost. If you are using one of thetutorial VMsthis has already been setup
for you. The site catalog for the tutorial examplesisinsi t es. xm :

$ nore sites.xn

<!-- The local site contains information about the subnmt host -->
<!-- The arch and os keywords are used to match binaries in the transformation catal og -->
<site handl e="l ocal " arch="x86_64" os="LI NUX">

<!-- These are the paths on the submt host were Pegasus stores data -->

<!-- Scratch is where tenporary files go -->

<directory type="shared-scratch" path="/honme/tutorial/scratch">
<file-server operation="all" url="file:///hone/tutorial/scratch"/>

</directory>

<l-- Storage is where pegasus stores output files -->
<directory type="l| ocal -storage" path="/hone/tutorial/output">
<file-server operation="all" url="file:///hone/tutorial/output"/>
</directory>
</site>
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Note

By default (unless specified in properties), Pegasus picks ups the site catalog from a XML file named
sites.xml in the current working directory from where pegasus-plan isinvoked.

There are two sites defined in the site catalog: "local" and "condorpool”. The "local" siteis used by Pegasusto learn
about the submit host where the workflow management system runs. The "condorpool” site is the Condor pool con-
figured on your submit machine. In the case of the tutorial VM, thelocal site and the condorpool site refer to the same
machine, but they are logically separate as far as Pegasus is concerned.

1. Thelocal siteis configured with a"storage" file system that is mounted on the submit host (indicated by thefile://
URL). Thisfile system is where the output data from the workflow will be stored. When the workflow is planned
we will tell Pegasus that the output siteis "local”.

2. Thecondor pooal siteisalso configured with a"scratch” file system. Thisfile system iswhere the working directory
will be created. When we plan the workflow we will tell Pegasus that the execution siteis " condorpool”.

Pegasus supports many different filetransfer protocols. In this case the Pegasus configuration is set up so that input and
output files are transferred to/from the condorpool site by Condor. This is done by setting pegasus. dat a. con-
figuration = condori o inthe propertiesfile. In anormal Condor pool, thiswill cause job input/output files
to be transferred from/to the submit host to/from the worker node. In the case of the tutorial VM, this configurationis
just afancy way to copy files from the workflow scratch directory to the job scratch directory.

Finaly, the condorpool site is configured with two profiles that tell Pegasus that it is a plain Condor pool. Pegasus
supports many ways of submitting tasks to aremote cluster. In this configuration it will submit vanilla Condor jobs.

HPC Clusters

Typically the sites in the site catalog describe remote clusters, such as PBS clusters or Condor pools.

Usually, atypical deployment of an HPC cluster isillustrated below. The site catalog, captures for each cluster (site)
« directoriesthat can be used for executing jobs

¢ whether ashared file systemis available

« file serversto use for staging input data and staging out output data

» headnode of the cluster to which jobs can be submitted.

Figure 2.15. Sample HPC Cluster Setup

e )
HPC Cluster

Worker Node 1

Head Node

Worker Node N
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Below is asample site catalog entry for HPC cluster at SDSC that is part of XSEDE

<site handl e="sdsc-gordon" arch="x86_64" os="LI NUX">
<grid type="gt5" contact="gordon-I|n4.sdsc. xsede. org: 2119/ j obmanager - f or k" schedul er =" For k"
j obtype="auxillary"/>
<grid type="gt5" contact="gordon-I|n4.sdsc. xsede. org: 2119/ j obmanager - pbs"
schedul er ="unknown" j obt ype="conpute"/>

<!-- the base directory where workflow jobs will execute for the site -->
<directory type="shared-scratch" path="/oasis/scratch/ux454281/tenp_project">
<file-server operation="all" url="gsiftp://oasis-dm sdsc.xsede. org: 2811/ oasi s/ scratch/

ux454281/ t enp_proj ect"/ >
</directory>

<profil e namespace="gl obus" key="project">TG STA110014S</profil e>
<profil e namespace="env" key="PEGASUS HOME" >/ horme/ ux454281/ sof t war e/ pegasus/ pegasus- 4. 5. 0</
profile>
</site>

The Transformation Catalog

The transformation catalog describes all of the executables (called "transformations') used by the workflow. This
description includes the site(s) where they are located, the architecture and operating system they are compiled for,
and any other information required to properly transfer them to the execution site and run them.

For thistutorial, the transformation catalog isin thefilet c. t xt :

$ nore tc.txt
tr we {
site condorpool {
pfn "/usr/bin/we"
arch "x86_64"
os "linux"
type "I NSTALLED

Note

By default (unless specified in properties), Pegasus picks up the transformation catalog from a text file
named tc.txt in the current working directory from where pegasus-plan is invoked.

Thet c. t xt file containsinformation about two transformations: wc, and split. These two transformations are refer-
enced in the split DAX. Thetransformation catal og indicates that both transformations are installed on the condorpool
site, and are compiled for x86_64 Linux.

The Replica Catalog

Note: Replica Catalog configuration is not required for the tutorial setup. It is only required if you want to refer to
input files on external servers.

The example that you ran, was configured with the inputs already present on the submit host (where Pegasusisin-
stalled) in adirectory. If you have inputs at external servers, then you can specify the URLs to the input filesin the
Replica Catalog. This catalog tells Pegasus where to find each of the input files for the workflow.

All files in a Pegasus workflow are referred to in the DAX using their Logical File Name (LFN). These LFNs are
mapped to Physical File Names (PFNs) when Pegasus plans the workflow. This level of indirection enables Pegasus
to map abstract DAXes to different execution sites and plan out the required file transfers automatically.

The Replica Catalog for the diamond workflow isinther c. t xt file:

$ nore rc.txt

# This is the replica catalog. It lists information about each of the

# input files used by the workflow. You can use this to specify locations to input files present on
external servers.

# The format is:
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# LFN PFN pool =" SI TE"

#

# For exanpl e:

#data.txt file:///tnp/data.txt site="l ocal "

#data.txt http://exanple.org/data.txt site="exanple"
pegasus. htm file:///home/tutorial/split/input/pegasus.htn site="l ocal "

Note

By default (unless specified in properties), Pegasus picks ups the transformation catalog from atext file
named tc.txt in the current working directory from where pegasus-plan isinvoked. In our tutorial, input files
are on the submit host and we used the --input dir option to pegasus-plan to specify where they are located.

This replica catalog contains only one entry for the split workflow’s only input file. This entry hasan LFN of "pega-
sus.html™ with a PFN of "file:///home/tutorial/split/input/pegasus.html” and the file is stored on the local site, which
impliesthat it will need to be transferred to the condorpool site when the workflow runs.

Configuring Pegasus

In addition to the information catalogs, Pegasus takes a configuration file that specifies settings that control how it
plans the workflow.

For the diamond workflow, the Pegasus configuration fileisrelatively simple. It only contains settingsto help Pegasus
find the information catalogs. These settings areinthe pegasus. properti es file
$ nore pegasus. properties

# This tells Pegasus where to find the Site Catal og

pegasus. catal og.site.file=sites.xn

# This tells Pegasus where to find the Replica Catal og

pegasus. catal og. replica=File

pegasus. catal og.replica.file=rc.txt

# This tells Pegasus where to find the Transfornmation Catal og

pegasus. cat al og. t r ansf or mat i on=Text

pegasus. catal og. transformation.file=tc.txt

# Use condor to transfer workflow data
pegasus. dat a. confi gurati on=condori o

# This is the nane of the application for analytics
pegasus. metri cs. app=pegasus-tutori al

Conclusion

Congratulations! Y ou have completed the tutorial.

If you used Amazon EC2 for thistutorial make sureto terminate your VM. Refer to the appendix for more information
about how to do this.

Refer to the other chaptersin this guide for more information about creating, planning, and executing workflows with

Pegasus.

Please contact the Pegasus Users Mailing list at <pegasus- user s@ si . edu> if you need help.
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Chapter 3. Installation

The preferred way to install Pegasusiswith native (RPM/DEB) packages. It isrecommended that you also install HT-
Condor (formerly Condor) (yum [http://research.cs.wisc.edu/htcondor/yum/], debian [http://research.cs.wisc.edu/ht-
condor/debian/]) from native packages.

Prerequisites

Pegasus has a few dependencies:
¢ Java 1.6 or higher. Check with:

# java -version

java version "1.6.0_07"

Java(TM 2 Runtinme Environnment, Standard Edition (build 1.6.0_07-164)
Java Hot Spot(TM dient VM (build 1.6.0_07-87, mixed node, sharing)

¢ Python 2.6 or higher. Check with:

# python -v
Pyt hon 2.6.2

Note

Non-standard Python installation: Built-in Python installations may lead to a malfunction of the Pega-
susinstallation. If you get the error message below, this means that you are not using the Python version
provided by your system. To fix this, you may change your shebang to point to the Python installed in
your system.

Coul d not |ocate colum in row for colum 'dbversion. version_nunber’

¢« HTCondor (formerly Condor) 8.4 or higher. See http://www.cs.wisc.edu/htcondor/ for more information. Y ou
should be ableto run condor _q and condor _st at us.

Optional Software

¢ Globus5.0or higher. Globusisonly needed if you want to run against grid sites or use GridFTP for datatransfers.
See http://www.globus.org/ for more information.

Environment

To use Pegasus, you need to have the pegasus-* toolsin your PATH. If you have installed Pegasus from RPM/DEB
packages. the tools will be in the default PATH, in /usr/bin. If you have installed Pegasus from binary tarballs or
source, add the bin/ directory to your PATH.

Example for bourne shells:

$ export PATH=/ sone/install/pegasus-4. 8.0/ bin: $PATH

Note

Pegasus 4.x is different from previous versions of Pegasusin that it does not require PEGASUS_HOME to
be set or sourcing of any environment setup scripts.

If you want to use the DAX APIs, you might also need to set your PY THONPATH, PERLSLIB, or CLASSPATH.
The right setting can be found by using pegasus-config:
$ export PYTHONPATH=" pegasus-config --python®

$ export PERL5LI B="pegasus-config --perl"
$ export CLASSPATH=" pegasus-config --classpath’
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Installation

RHEL / CentOS / Scientific Linux

Binary packages provided for: RHEL 6 x86_64, RHEL 7 x86_64 (and OSes derived from RHEL : CentOS, SL)

Add the Pegasus repository to yum downloading the Pegasus repos file and adding it to / et ¢/ yum r epos. d/ .
For RHEL 7 based systemes:

# wget -O /etc/yumrepos. d/ pegasus.repo http://downl oad. pegasus. i si . edu/ pegasus/rhel / 7/ pegasus. r epo

For RHEL 6 based systems:

# wget -O /etc/yumrepos. d/ pegasus.repo http://downl oad. pegasus. i si . edu/ pegasus/rhel / 6/ pegasus. r epo

Search for, and install Pegasus:

# yum search pegasus

pegasus. x86_64 : Workfl ow managenent system for Condor, grids, and clouds
# yuminstall pegasus

Runni ng Transaction

Installing . pegasus

Install ed
pegasus

Conpl et e

Ubuntu

Binary packages provided for: 14.04 LTS (Trusty Tahr) x86_64, 16.04 (Xenial Xerus) x86_64
To be ableto install and upgrade from the Pegasus apt repository, you will have to trust the repository key. Y ou only
need to add the repository key once:

# wget -O - http://downl oad. pegasus. i si.edu/ pegasus/ gpg.txt | apt-key add -

Create repository file, update and install Pegasus (currently available rel eases are precise and trusty):
# echo 'deb http://downl oad. pegasus. i si . edu/ pegasus/ ubuntu trusty nmain' >/etc/apt/sources.list.d/
pegasus. | i st

# apt-get update
# apt-get install pegasus

Debian
Binary packages provided for: 7 (Wheezy) x86_64, 8 (Jessie) x86_64, 9 (Stretch) x86_64
To be able to install and upgrade from the Pegasus apt repository, you will have to trust the repository key. Y ou only

need to add the repository key once:

# wget -O - http://downl oad. pegasus. i si . edu/ pegasus/ gpg.txt | apt-key add -

Create repository file, update and install Pegasus (currently available releases are jessie (8) and stretch (9)):

# echo 'deb http://downl oad. pegasus. i si . edu/ pegasus/ debi an stretch nain' >/etc/apt/sources.|list.d/
pegasus. | i st

# apt-get update

# apt-get install pegasus

Mac OS X

The easiest way to install Pegasus on Mac OS is to use Homebrew. Y ou will need to install XCode and the XCode
command-line tools, aswell as Homebrew. Then you just need to tap the Pegasus tool s repository and install Pegasus
and HTCondor like this:

$ brew tap pegasus-isi/tools
$ brew install pegasus htcondor
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Once the installation is complete, you need to start the HTCondor service. The easiest way to do that is to use the
Homebrew services tap:
$ brew tap honebrew services

$ brew services list
$ brew services start htcondor

Y ou can also stop HTCondor like this:
$ brew services stop htcondor

And you can uninstall Pegasus and HTCondor using br ew r m  like this:

$ brew rm pegasus ht condor

Note
It is also possible to install the latest development versions of Pegasus using the - - devel and - - HEAD
argumentstobrew i nstal |, likethiss$ brew install --devel pegasus

Pegasus from Tarballs

The Pegasus prebuild tarballs can be downloaded from the Pegasus Download Page [https.//pegasus.isi.edu/down-
loads].

Use these tarballs if you aready have HTCondor installed or prefer to keep the HTCondor installation separate from
the Pegasus installation.

¢ Untar the tarball
# tar zxf pegasus-*.tar.gz
« include the Pegasus bin directory in your PATH

# export PATH=/ pat h/to/ pegasus-install/bin: $PATH
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Chapter 4. Creating Workflows
Abstract Workflows (DAX)

The DAX isadescription of an abstract workflow in XML format that is used as the primary input into Pegasus. The
DAX schema is described in dax-3.4.xsd [schemas/dax-3.4/dax-3.4.xsd] The documentation of the schema and its
elements can be found in dax-3.4.html [schemas/dax-3.4/dax-3.4.html].

A DAX can be created by al users with the DAX generating API in Java, Perl, or Python format

Note
We highly recommend using the DAX API.

Advanced users who can read XML schema definitions can generate aDAX directly from a script

The sample workflow below incorporates some of the elementary graph structures used in all abstract workflows.

fan-out, scatter, and diverge all describe the fact that multiple siblings are dependent on fewer parents.

The example shows how the Job 2 and 3 nodes depend on Job 1 node.

fan-in, gather, join, and conver ge describe how multiple siblings are merged into fewer dependent child nodes.
The example shows how the Job 4 node depends on both Job 2 and Job 3 nodes.

serial execution implies that nodes are dependent on one another, like pearls on a string.

parallel execution implies that nodes can be executed in parallel
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Creating Workflows

Figure 4.1. Sample Workflow

Required
Input
£

Job 2

findrange findrange

The example diamond workflow consists of four nodes representing jobs, and are linked by six files.

* Required input files must be registered with the Replica catalog in order for Pegasusto find it and integrate it into
the workflow.

» Leaf filesareaproduct or output of aworkflow. Output files can be collected at alocation.

¢ The remaining files all have lines leading to them and originating from them. These files are products of some
job steps (lines leading to them), and consumed by other job steps (lines leading out of them). Often, these files
represent intermediary results that can be cleaned.

There are two main ways of generating DAX's
1. Using aDAX generating API in Java, Perl or Python.
Note: We recommend this option.
2. Generating XML directly from your script.
Note: This option should only be considered by advanced users who can also read XML schema definitions.

One example for aDAX representing the example workflow can look like the following:

<?xm version="1.0" encodi ng="UTF-8"?>
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<l-- generated on: 2016-01-21T10: 36: 39-08: 00 -->

<!-- generated by: vahi [ ??2 ] -->

<adag xm ns="http://pegasus.isi.edu/ schema/ DAX" xm ns: xsi ="http://wwmw. w3. or g/ 2001/ XM_Schema-

i nstance" xsi:schemaLocation="http://pegasus.isi.edu/schema/ DAX http://pegasus.isi.edu/ schema/
dax- 3. 6. xsd" version="3.6" name="di anond" index="0" count="1">

<l-- Section 1: Metadata attributes for the workflow (can be enpty) -->

<nmet adat a key="nane" >di anond</ net adat a>
<nmet adat a key="creat edBy" >Kar an Vahi </ net adat a>

<l-- Section 2: Invokes - Adds notifications for a workfl ow (can be enmpty) -->
<i nvoke when="start">/ pegasus/|ibexec/notification/emil -t notify@xanple.conk/invoke>
<i nvoke when="at _end">/ pegasus/|ibexec/notification/email -t notify@xanple.conx/invoke>

<l-- Section 3: Files - Acts as a Replica Catalog (can be enpty) -->

<file name="f.a">

<met adat a key="si ze" >1024</ et adat a>

<pfn url="file:///Vol umes/ Work/|fsl/work/pegasus-features/PM902/f.a" site="local"/>
</file>

<l-- Section 4: Executables - Acts as a Transformaton Catal og (can be enmpty) -->

<execut abl e nanespace="pegasus" nane="preprocess" version="4.0" installed="true" arch="x86"
os="linux">
<met adat a key="si ze" >2048</ net adat a>
<pfn url="file:///usr/bin/keg" site="Testd uster"/>
</ execut abl e>
<execut abl e nanespace="pegasus" nane="findrange" version="4.0" installed="true" arch="x86"
os="1inux">
<pfn url="file:///usr/bin/keg" site="Testd uster"/>
</ execut abl e>
<execut abl e nanespace="pegasus" nane="anal yze" version="4.0" installed="true" arch="x86"
os="1inux">
<pfn url="file:///usr/bin/keg" site="Testd uster"/>
</ execut abl e>

<l-- Section 5: Transformations - Aggregates executables and Files (can be enpty) -->

<l-- Section 6: Job's, DAX's or Dag's - Defines a JOB or DAX or DAG (Atleast 1 required) -->

<job id="j1" nanmespace="pegasus" nane="preprocess" version="4.0">
<met adat a key="ti me" >60</ net adat a>

<argument >-a preprocess -T 60 -i <file name="f.a"/> -0 <file name="f.bl"/> <file
nane="f.b2"/ ></ ar gunent >
<uses nane="f.a" |ink="input">
<nmet adat a key="si ze" >1024</ net adat a>
</ uses>
<uses name="f.bl" |ink="output" transfer="true" register="true"/>
<uses name="f.b2" |ink="output" transfer="true" register="true"/>
<i nvoke when="start">/ pegasus/|ibexec/notification/enmail -t notify@xanple.conx/invoke>
<i nvoke when="at _end">/ pegasus/|ibexec/notification/emil -t notify@xanple.conk/invoke>
</j ob>

<job id="j2" nanmespace="pegasus" nane="findrange" version="4.0">
<met adat a key="ti me" >60</ et adat a>

<argurment>-a findrange -T 60 -i <file name="f.b1"/> -0 <file name="f.cl1"/></argunent>

<uses nane="f.bl" |ink="input"/>

<uses name="f.cl" link="output" transfer="true" register="true"/>

<i nvoke when="start">/ pegasus/|ibexec/notification/email -t notify@xanple.conx/invoke>

<i nvoke when="at _end">/ pegasus/|ibexec/notification/emil -t notify@xanple.conk/invoke>
</j ob>

<job id="j3" nanmespace="pegasus" nanme="findrange" version="4.0">
<met adat a key="ti me" >60</ met adat a>

<argurment>-a findrange -T 60 -i <file name="f.b2"/> -0 <file name="f.c2"/></argunent>

<uses nane="f.b2" |ink="input"/>

<uses name="f.c2" link="output" transfer="true" register="true"/>

<i nvoke when="start">/ pegasus/|ibexec/notification/email -t notify@xanple.conx/invoke>

<i nvoke when="at _end">/ pegasus/|ibexec/notification/emil -t notify@xanple.conk/invoke>
</ j ob>

<job id="j4" nanmespace="pegasus" nane="anal yze" version="4.0">
<met adat a key="ti me" >60</ met adat a>

<argument>-a analyze -T 60 -i <file nane="f.cl"/> <file name="f.c2"/> -0 <file name="f.

></ ar gunent >
<uses name="f.cl" |ink="input"/>

a"/
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<uses nane="f.c2" |ink="input"/>

<uses name="f.d" |ink="output" transfer="true" register="true"/>

<i nvoke when="start">/ pegasus/|ibexec/notification/email -t notify@xanple.conx/invoke>

<i nvoke when="at _end">/ pegasus/|ibexec/notification/emil -t notify@xanple.conk/invoke>
</j ob>

<l-- Section 7: Dependencies - Parent Child relationships (can be enmpty) -->

<child ref="j2">
<parent ref="j1"/>

</ chi | d>

<child ref="j3">
<parent ref="j1"/>

</ chi | d>

<child ref="j4">
<parent ref="j2"/>
<parent ref="j3"/>

</ chi | d>

</ adag>

The example workflow representation in form of a DAX requires external catalogs, such as transformation catalog
(TC) to resolve the logical job names (such as diamond::preprocess:2.0), and a replica catalog (RC) to resolve the
input filef . a. The above workflow defines the four jobsjust like the example picture, and the files that flow between
the jobs. The intermediary files are neither registered nor staged out, and can be considered transient. Only the final
result filef . d is staged out.

Data Discovery (Replica Catalog)

File

The Replica Catal og keeps mappings of logical file ids/names (LFN's) to physical file ids/names (PFN's). A single
LFN can map to several PFN's. A PFN consists of aURL with protocol, host and port information and a path to afile.
Along with the PFN one can also store additional key/value attributes to be associated with a PFN.

Pegasus supports the following implementations of the Replica Catal og.

1. File(Default)

2. Regex

3. Directory

4. Databasevia JDBC

5. MRC

In this mode, Pegasus queries afile based replica catalog. Thefileformat isasimple multicolumn format. It is neither
transactionally safe, nor advised to usefor production purposesin any way. Multiple concurrent instanceswill conflict
with each other. The site attribute should be specified whenever possible. The attribute key for the site attribute is
"dte".

LFN PFN

LFN PFN a=b [..]

LFN PFN a="b" [..]

"LEN W LWS" "PFN w LWS" [..]

The LFN may or may not be quoted. If it contains linear whitespace, quotes, backslash or an equal sign, it must be
quoted and escaped. The same conditions apply for the PFN. The attribute key-value pairs are separated by an equality
sign without any whitespaces. The value may be quoted. The LFN sentiments about quoting apply.

The file mode is the Default mode. In order to use the File mode you have to set the following properties
1. pegasus.catalog.replica=File

2. pegasus.catalog.replicafile=<path to the replica catalog file>
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Regex

In thismode, Pegasus queries afile based replica catalog. Thefile format isasimple multicolumn format. It is neither
transactionally safe purposesin any way. Multiple concurrent instances will conflict with each other. The site attribute
should be specified whenever possible. The attribute key for the site attribute is " site” .

In addition users can specifiy regular expression based LFN's. A regular expression based entry should be quaified
with an attribute named 'regex'. The attribute regex when set to true identifies the catalog entry asaregular expression
based entry. Regular expressions should follow Java regular expression syntax.

For example, consider areplica catalog as shown below.

Entry 1 refers to an entry which does not use a regular expressions. This entry would only match afile named 'f.d,
and nothing else.

Entry 2 referes to an entry which uses a regular expression. In this entry f.a referes to files having name as f<any-
character>ai.e. fag, f.a, fOa, etc.

#1

f.a file:///Volunes/datal/input/f.a site="local"

#2

f.a file:///Volunes/data/input/f.a site="local" regex="true"

Regular expression based entries al so support substitutions. For example, consider the regular expression based entry
shown below.

Entry 3 will match files with name a pha.csv, apha.txt, alphaxml. In addition, values matched in the expression can
be used to generate a PFN.

For the entry below if the file being looked up is apha.csv, the PFN for the file would be generated as file:///Vol-
umes/data/input/csv/apha.csv. Similary if the file being lookedup was alpha.csv, the PFN for the file would be gen-
erated as file:///V olumes/datalinput/xml/alpha.xml i.e. The section [0], [1] will be replaced. Section [O] refersto the
entire string i.e. apha.csv. Section [1] refers to a partial match in the input i.e. csv, or txt, or xml. Users can utilize
as many sections as they wish.

#3
al pha\. (csv|txt|xm) file:///Volunes/data/input/[1]/[0] site="local" regex="true"

In case of a LFN name matching multiple entries in the file, the implementation picks up the first matching regex as
it appearsin thefile. If you want to specify adefault location for all LFN'sthat don't match any regex expression, you
can have this entry asthe last entry in your file.

#4 all unmatched LFN s reside in the same input directory.

L file:///Volumes/datal/input/[0] site="local" regex="true"

Directory

In thismode, Pegasus does a directory listing on an input directory to create the LFN to PFN mappings. The directory
listing is performed recursively, resulting in deep L FN mappings. For example, if aninput directory $input is specified
with the following structure

$i nput

$input/f.1

$input/f.2

$i nput/ D1
$input/D1/f.3

Pegasus will create the mappings the following LFN PFN mappings internally

f.1 file://$input/f.1 site="local"
f.2 file://$input/f.2 site="local"
D1/f.3 file://$input/D1/f.3 site="local"

Users can optionally specify additional properties to configure the behavior of thisimplementation.

1. pegasus.catalog.replica.directory to specify the path to the directory where the files exist.
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2. pegasus.catalog.replica.directory.site to specify a site attribute other than local to associate with the mappings.

3. pegasus.catalog.replica.directory.flat.Ifn to specify whether you want deep LFN's to be constructed or not. If not
specified, value defaults to falsei.e. deep Ifn's are constructed for the mappings.

4. pegasus.catalog.replica.directory.url.prefix to associate a URL prefix for the PFN's constructed. If not specified,
the URL defaults to file://

Tip

pegasus-plan has --input-dir option that can be used to specify an input directory on the command line.
This allows you to specify a separate replica catal og to catalog the locations of output files.

JDBCRC

MRC

In this mode, Pegasus queries a SQL based replica catalog that is accessed via JDBC. To create the schema for
JDBCRC use the pegasus-db-admin command line tool.

Note

A siteattribute was added to the SQL schemaasauniquekey for 4.4. To update an existing database schema,
use pegasus-db-admin tool.

Figure 4.2. Schema Image of the JIDBCRC.

| re_meta v
] re_lin v fin_id BIGINT(20)
fin_id BIGINT(20) } key VARCHAR(245)
fin VARCHAR(245) |, ) re_pin = | ValucVﬁHCHAHI%jJ
>
pin_id BIGINT(20)

% in_id BIGINT(20)
pfn VARCHAR(245)
site VARGHAR(245)

-

To use JIDBCRC, the user additionally needs to set the following properties
1. pegasus.catalog.replica JDBCRC
2. pegasus.catalog.replica.db.driver mysql | postgres[sglite

3. pegasus.catalog.replica.db.url=<jdbc url to the database> e.g jdbc:nysql://data-
base- host . i si.edu/ dat abase-name | jdbc:sqlite:/shared/jdbcrc. db

4. pegasus.catalog.replica.db.user=<dat abase user>
5. pegasus.catalog.replica.db.password=<dat abase passwor d>

Users can use the command line client pegasus-rc-client to interface to query, insert and remove entries from the
JDBCRC backend. Starting 4.5 release, there is also support for sglite databases. Specify the jdbc url to refer to a
sglite database.

In this mode, Pegasus queries multiple replica catal ogs to discover the file locations on the grid.

Touseit set
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1. pegasus.catalog.replica=MRC
Each associated replica catalog can be configured via properties as follows.

The user associates avariable name referred to as [value] for each of the catalogs, where [value] isany legal identifier
(concretely [A-Za-Z][_A-Za-z0-9]*) For each associated replica catal ogs the user specifies the following properties

* pegasus.catalog.replica.mrc.[value] - specifies the type of replica catalog.

* pegasus.catalog.replica.mrc.[value].key - specifies a property name key for a particular catalog
For example, to query aFile catalog and JDBCRC at the same time specify the following:

¢ pegasus.catalog.replica=MRC

¢ pegasus.catalog.replica.mrc.jdbcrc=JDBCRC

* pegasus.catalog.replicamrc.jdbercurl=<j dbc url >

* pegasus.catalog.replica.mrc.filel=File

* pegasus.catalog.replica.mrc.filel.url=<path to file based replica catalog>

In the above example, jdbcrc and filel are any valid identifier names and url is the property key that needed to be
specified.

Another example is to use MRC with multiple input directories. Sample properties for that configuration are listed
below

* pegasus.catalog.replica=MRC

« pegasus.catalog.replicamrc.directoryl=Directory

* pegasus.catalog.replica.mrc.directoryl.dir ectory=/path/to/dir 1
* pegasus.catalog.replica.mrc.directoryl.directory.site=obelix

* pegasus.catalog.replica.mrc.directory2=Directory

* pegasus.catalog.replica.mrc.directory2.dir ectory=/path/to/dir 2

* pegasus.catalog.replica.mrc.directory2.dir ectory.site=cor busier

Replica Catalog Client pegasus-rc-client

The client used to interact with the Replica Catal ogs is pegasus-rc-client. The implementation that the client talks to
is configured using Pegasus properties.
Lets assume we create afile f.ain your home directory as shown below.

$ date > $HOVE/ f. a

We now need to register thisfilein the File replicacatalog located in $HOM E/r c using the pegasus-rc-client. Replace
the gsiftp://url with the appropriate parameters for your grid site.

$ pegasus-rc-client -Dpegasus.catalog.replica=File -Dpegasus.catalog.replica.file=$HOVE/rc insert \
f.a gsiftp://sonehost:port/path/to/file/f.a site=local

You may first want to verify that the file registeration is in the replica catalog. Since we are using a File catalog we
can look at the file SHOME/rc to view entries.

$ cat $HOWE/ rc

# file-based replica catal og: 2010-11-10T17:52: 53. 405- 07: 00
f.a gsiftp://somehost:port/path/to/file/f.a site=local
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The above line shows that entry for file f.a was made correctly.

Y ou can also use the pegasus-r c-client to look for entries.

$ pegasus-rc-client -Dpegasus.catalog.replica=File -Dpegasus.catal og.replica.file=$HOVE/ rc | ookup
LFN f. a

f.a gsiftp://sonehost:port/path/to/file/f.a site=local

Resource Discovery (Site Catalog)

XML4

The Site Catalog describes the compute resources (which are often clusters) that we intend to run the workflow up-
on. A site is a homogeneous part of a cluster that has at least a single GRAM gatekeeper with a jobmanager-fork
andjobmanager-<scheduler> interface and at least one gridftp server along with a shared file system. The GRAM
gatekeeper can be either WS GRAM or Pre-WS GRAM . A site can also be a condor pool or glidein pool with a shared
file system.

The Site Catalog can be described as an XML . Pegasus currently supports two schemas for the Site Catal og:
1. XML 4(Default) Corresponds to the schema described here [schemas/sc-4.0/sc-4.0.html].

2. XML 3(Deprecated) Corresponds to the schema described here [ schemas/sc-3.0/sc-3.0.html]

Thisis the default format for Pegasus 4.2. This format allows defining filesystem of shared as well aslocal type on
the head node of the remote cluster as well as on the backend nodes

Figure 4.3. Schema I mage of the Site Catalog XML 4
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Below is an example of the XML4 site catalog

<?xm version="1.0" encodi ng="UTF-8"?>
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<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/

schema/ sc- 4. 0. xsd"

version="4.0">

<site handle="local" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/tnp/workflows/scratch">
<file-server operation="all" url="file:///tnmp/workflows/scratch"/>
</directory>
<directory type="l ocal -storage" path="/tnp/workfl ows/ out puts">
<file-server operation="all" url="file:///tnp/workfl ows/outputs"/>
</directory>
</site>

<site handl e="condor_pool" arch="x86_64" os="LI NUX">
<grid type="gt5" contact="smarty.isi.edu/jobmanager-pbs" schedul er="PBS"

j obtype="auxillary"/>

<grid type="gt5" contact="smarty.isi.edu/jobmanager-pbs" schedul er="PBS" jobtype="conpute"/>
<directory type="shared-scratch" path="/lustre">
<file-server operation="all" url="gsiftp://smarty.isi.edu/lustre"/>
</directory>
<replica-catal og type="LRC' url="rlsn://smarty.isi.edu"/>
</site>

<site handl e="staging_site" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/data">
<file-server operation="put" url="scp://obelix.isi.edu/data"/>
<file-server operation="get" url="http://obelix.isi.edu/data"/>
</directory>
</site>

</ sitecatal og>

Described below are some of the entriesin the site catalog.

1.
2.

site- A siteidentifier.

Directory - Info about filesystems Pegasus can use for storing temporary and long-term files. There are severd
configurations:

« shared-scratch - This describe a scratch file systems. Pegasus will use this to store intermediate data between
jobs and other temporary files.

« local-storage- Thisdescribesthe storage file systems (long term). Thisisthe directory Pegasuswill stage output
filesto.

« local-scratch - This describe the scratch file systems available locally on a compute node. This parameter is not
commonly used and can be left unset in most cases.

For each of the directories, you can specify access methods. Allowed methods are put, get, and all which means
both put and get. For each mehod, specify a URL including the protocol. For example, if you want share data via
http using the /var/www/staging directory, you can use scp://hostname/var/www for the put element and http://
hostname/staging for the get element.

. arch,os,0srelease,osversion, glibc - The arch/os/osrelease/osversion/glibc of the site. OSRELEASE,

OSVERSION and GLIBC are optiona
ARCH can have one of the following values X86, X86_64, SPARCV7, SPARCV9, AlX, PPC.

OS can have one of thefollowing valuesLINUX,SUNOS,MACOSX. Thedefault valuefor sysinfoif none specified
isX86::LINUX

. replica-catalog - URL for alocal replicacatalog (LRC) to register your filesin. Only used for RLS implementation

of the RC. Thisisoptional and support for RLS has been dropped in Pegasus 4.5.0 release.

. Profiles - One or many profiles can be attached to a site.

One example is the environments to be set on aremote site.
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To use this site catal og the follow properties need to be set:

1. pegasus.catalog.sitefile=<path to the site catalog file>

XML3
Warning

Thisformat is now deprecated in favor of the XML4 format. If you are still using the File format you should
convert it to XML4 format using the client pegasus-sc-converter

Thisis the default format for Pegasus 3.0. This format allows defining filesystem of shared as well aslocal type on
the head node of the remote cluster as well as on the backend nodes

Figure 4.4. Schema Image of the Site Catalog XML 3
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Below is an example of the XML 3 site catalog

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schera- i nst ance"
xsi : schemaLocati on="http://pegasus. i si.edu/ schema/sitecatal og
http://pegasus.isi.edu/ schema/ sc-3.0.xsd" version="3.0">
<site handle="isi" arch="x86" os="LINUX" osrel ease="" osversion="" glibc="">
<grid type="gt2" contact="smarty.isi.edu/jobmanager-pbs" schedul er="PBS" jobtype="auxillary"/

<grid type="gt2" contact="smarty.isi.edu/jobmanager-pbs" schedul er="PBS" jobtype="conpute"/>
<head- f s>
<scrat ch>
<shar ed>
<file-server protocol ="gsiftp" url="gsiftp://skynet-data.isi.edu"
nount - poi nt ="/ nfs/scratch01" />
<i nt ernal - rount - poi nt nount - poi nt ="/ nfs/scratch01"/>
</ shar ed>
</ scratch>
<st or age>
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<shar ed>
<file-server protocol ="gsiftp" url="gsiftp://skynet-data.isi.edu"
nount - poi nt ="/ export s/ storage0l1"/>
<i nt ernal - mount - poi nt nount - poi nt ="/ export s/ st orage01"/ >
</ shar ed>
</ st or age>
</ head- f s>
<replica-catalog type="LRC' url="rlsn://smarty.isi.edu"/>
<profil e namespace="env" key="PEGASUS HOVE" >/nfs/vdt/pegasus</profile>
<profil e namespace="env" key="CGLOBUS_LOCATI ON' >/vdt/ gl obus</profile>
</site>
</ sitecatal og>

Described below are some of the entriesin the site catalog.
1. site- A siteidentifier.

2. replica-catalog - URL for alocal replicacatalog (LRC) to register your filesin. Only used for RLSimplementation
of the RC. Thisis optional and support for RLS has been dropped in Pegasus 4.5.0.

3. File Systems - Info about filesystems mounted on the remote clusters head node or worker nodes. It has several
configurations

« head-fs/scratch - This describe the scratch file systems (temporary for execution) available on the head node
« head-fs/storage - This describes the storage file systems (long term) available on the head node

« worker-fs/scratch - This describe the scratch file systems (temporary for execution) available on the worker
node

« worker-fs/storage - This describes the storage file systems (long term) available on the worker node

Each scratch and storage entry can contain two sub entries,

« SHARED for shared file systems like NFS, LUSTRE etc.

¢ LOCAL for local file systems (local to the node/machine)

Each of the filesystems are defined by used a file-server element. Protocol defines the protocol uses to access the
files, URL defines the url prefix to obtain the files from and mount-point is the mount point exposed by the file

server.

Along with this an internal-mount-point needs to defined to access the files directly from the machine without any
file servers.

4. arch,os,0srelease,osversion, glibc - The arch/os/osrelease/osversion/glibc of the site. OSRELEASE,
OSVERSION and GLIBC are optiona

ARCH can have one of the following values X86, X86_64, SPARCV7, SPARCV9, AlX, PPC.

OS can have one of thefollowing values LINUX,SUNOS,MACOSX. Thedefault valuefor sysinfoif none specified
is X86::LINUX

5. Profiles- One or many profiles can be attached to a pool.
One example is the environments to be set on aremote pool.
To use this site catal og the follow properties need to be set:

1. pegasus.catalog.sitefile=<path to the site catalog fil e>

Site Catalog Converter pegasus-sc-converter

Pegasus 4.2 by default now parses Site Catalog format conforming to the SC schema 4.0 (XML4) available here
[schemas/sc-4.0/sc-4.0.xsd] and is explained in detail in the Catalog Properties section of Running Workflows.
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Pegasus 4.2 comes with a pegasus-sc-converter that will convert users old site catalog (XML 3) to the XML4 format.
Sample usageis given below.

$ pegasus-sc-converter -i sanple.sites.xm -1 XM.3 -o sanple.sites.xm 4 -O XM.4

2010. 11. 22 12:55: 14. 169 PST: Witten out the converted file to sanple.sites.xm 4
To use the converted site catal og, in the properties do the following:
1. unset pegasus.catalog.site or set pegasus.catalog.site to XML

2. point pegasus.catalog.site.file to the converted site catalog

Executable Discovery (Transformation CataloqQ)

The Transformation Catalog maps logical transformations to physical executables on the system. It also provides
additional information about the transformation asto what system they are compiled for, what profiles or environment
variables need to be set when the transformation isinvoked etc.

Pegasus currently supports a Text formatted Transformation Catalog
1. Text: A multi line text based Transformation Catalog (DEFAULT)

In this guide we will look at the format of the Multiline Text based TC.

MultiLine Text based TC (Text)

Themultile line text based TC isthe new default TC in Pegasus. Thisformat allows you to define the transformations

The file is read and cached in memory. Any modifications, as adding or deleting, causes an update of the memory
and hence to the file underneath. All queries are done against the memory representation. The file sample.tc.text in
the etc directory contains an example

tr exanple::keg:1.0 {

#specify profiles that apply for all the sites for the transformation
#in each site entry the profile can be overriden

profile env "APP_HOVE" "/tnp/nyscratch"
profile env "JAVA HOVE" "/opt/javal/l.6"

site isi {
profile env "HELLO" "WORLD'
profile condor "FOO' "bar"
profile env "JAVA HOVE" "/bin/java.l.6"
pfn "/path/tol keg"
arch "x86"
os "linux"
osrel ease "fc"
osversion "4"
type "I NSTALLED

si

te wind {
profile env "CPATH' "/usr/cpath"
profile condor "universe" "condor"
pfn "file:///path/tolkeg"
arch "x86"
os "linux"
osrel ease "fc"
osversion "4"
type " STAGEABLE"
}
}

The entriesin this catalog have the following meaning

1. tr tr - A transformation identifier. (Normally a Namespace::Name:Version.. The Namespace and Version are op-
tional.)
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. pfn - URL or file path for the location of the executable. The pfn is a file path if the transformation is of type

INSTALLED and generally aurl (file:/// or http:// or gridftp://) if of type STAGEABLE

. site- The site identifier for the site where the transformation is available

. type - The type of transformation. Whether it is installed ("INSTALLED") on the remote site or is availabe to

stage ("STAGEABLE").

. arch, os, osr elease, osver sion - The arch/os/osrel ease/osversion of the transformation. osrelease and osversion are

optional.

ARCH can have one of the following values x86, x86_64, sparcv7, sparcv9, ppc, aix. The default value for arch
isx86

OS can have one of the following values linux,sunos,macosx. The default value for OSif none specified is linux

. Profiles- Oneor many profiles can be attached to atransformation for all sites or to atransformation on a particular

site.

To use thisformat of the Transformation Catalog you need to set the following properties

1. pegasus.catalog.transfor mation=T ext

2. pegasus.catalog.transformation.filee<path to the transfornmation catalog fil e>

Containerized Applications in the Transformation Catalog

Users can specify what container they want to use for running their application in the Transformation Catalog using
the multi line text based format described in this section. Users can specify an optional attribute named container that
refers to the container to be used for the application.

tr exanple::keg:1.0 {

}

#specify profiles that apply for all the sites for the transfornmation
#in each site entry the profile can be overriden

profile env "APP_HOVE" "/tnp/nyscratch"
profile env "JAVA HOVE' "/opt/javal/l.6"

site isi {
# environnent to be set when the job is run in the container
# overrides env profiles specified in the container
profile env "HELLoO" "WORLD'
profile env "JAVA HOVE" "/bin/java.l.6"

profile condor "FOO' "bar"

pfn "/path/tol keg
arch "x86"

os "linux"

osrel ease "fc"
osversion "4"

# | NSTALLED neans pfn refers to path in the container.
# STAGEABLE neans the executable can be staged into the container
type "I NSTALLED

#optional attribute to specify the container to use
cont ai ner "cent os-pegasus”

}

cont centos- pegasus{

# can be either docker or singularity
type "docker"

# URL to inmage in a docker|singularity hub OR
# URL to an existing docker inage exported as a tar file or singularity inage
i mage "docker:///rynge/ nontage: | atest"

# optional site attribute to tell pegasus which site tar file
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# exists. useful for handling file URL's correctly
image_site "optional site"

# environnent to be set when the job is run in the container
# only env profiles are supported
profile env "JAVA HOVE' "/opt/javal/l.6"

}

The container itself is defined using the cont entry. Multiple transformations can refer to the same container.
1. cont cont - A container identifier.

2. image - URL to image in a docker|singularity hub or URL to an existing docker image exported as a tar file or
singularity image. Example of a docker hub URL is docker:///rynge/montage:latest, while for singularity shub://
pegasus-isi/fedora-montage

3. image_site - The siteidentifier for the site where the container is available

4. Profiles- Oneor many profiles can be attached to atransformation for all sitesor to atransformation on aparticular
site. For containers, only env profiles are supported.

Note

Containerized Applications can only be specified in the transformation catalog, not viathe DAX API.

TC Client pegasus-tc-client

We need to map our declared transformations (preprocess, findrange, and analyze) from the example DAX above to
a simple "mock application" name "keg" ("canonical example for the grid") which reads input files designated by
arguments, writes them back onto output files, and produces on STDOUT a summary of where and when it was run.
Keg ships with Pegasusin the bin directory. Run keg on the command line to see how it works.

$ keg -0 /dev/fd/1

Ti mest anp Today: 20040624T054607-05: 00 (1088073967. 418; 0. 022)
Appl i cationnarme: keg @ 10.10.0.11 (VPN

Current Workdir: /hone/uni que-nane

Syst emenvi ronm : i686-Linux 2.4.18-3

Processor Info.: 1 x Pentiuml|ll (Coppermne) @ 797.425
Qutput Filename: /dev/fd/1

Now we need to map all 3 transformations onto the "keg" executable. We place these mappingsin our File transfor-
mation catalog for site clusl.

Note

In earlier version of Pegasus users had to define entries for Pegasus executables such as transfer, replica
client, dirmanager, etc on each site aswell as site "loca". Thisis no longer required. Pegasus versions 2.0
and later automatically pick up the pathsfor these binaries from the environment profile PEGASUS HOME
set in the site catalog for each site.

A single entry needs to be on one line. The above exampleis just formatted for convenience.

Alternatively you can a so use the pegasus-tc-client to add entriesto any implementation of the transformation catal og.
The following example shows the addiition the last entry in the File based transformation catal og.

$ pegasus-tc-client -Dpegasus.catal og.transformati on=Text \

- Dpegasus. catal og. transfornation.fil e=$HOME/tc -a -r clusl -I black::analyze:1.0 \

-p gsiftp://clusl.com opt/nfs/vdt/pegasus/bin/keg -t STAGEABLE -s | NTEL32::LINUX \

-e ENV:: KEY3="VALUE3"

2007.07.11 16:12:03.712 PDT: [INFQ Added tc entry sucessfully

To verify if the entry was correctly added to the transformation catalog you can use the pegasus-tc-client to query.

$ pegasus-tc-client -Dpegasus.catal og.transfornmation=File \
- Dpegasus. catal og. transfornmation.fil e=$HOVE/tc -q -P -1 bl ack::analyze:1.0
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#RESI D LTX PFN TYPE SYSI NFO

clusl bl ack: : anal yze: 1.0 gsiftp://clusl. com opt/nfs/vdt/pegasus/bin/ keg
STAGEABLE | NTEL32: : LI NUX

Note

pegasus-tc-client is no longer actively developed and is deprecated.

TC Converter Client pegasus-tc-converter

Pegasus 3.0 by default now parses afile based multi line textual format of a Transformation Catalog. The new Text
format is explained in detail in the chapter on Catalogs.

Pegasus 3.0 comes with a pegasus-tc-converter that will convert users old transformation catalog ( File) to the Text
format. Sample usage is given below.

$ pegasus-tc-converter -i sanple.tc.data -1 File -0 sanple.tc.text -O Text

2010.11.22 12:53:16. 661 PST: Successfully converted Transformation Catalog fromFile to Text
2010.11.22 12:53: 16. 666 PST: The output transfomation catalog is in file sanple.tc.text

To use the converted transformation catalog, in the properties do the following:
1. unset pegasus.catal og.transformation or set pegasus.catal og.transformation to Text

2. point pegasus.catal og.transformation.file to the converted transformation catal og

Variable Expansion

Pegasus Planner supports notion of variable expansionsin the DAX and the catal og files along the same lines as bash
variable expansion works. Thisis often useful, when you want pathsin your catalogs or profile valuesin the DAX to
be picked up from the environment. An error isthrown if avariable cannot be expanded.

To specify a variable that needs to be expanded, the syntax is ${VARIABLE_NAME]} , similar to BASH variable
expansion. An important thing to note is that the variable names need to be enclosed in curly braces. For example

${FOO - will be expanded by Pegasus
$FOO - will NOT be expanded by Pegasus.

Also variable names are case sensitive.
Some examples of variable expansion areillustrated below:
* DAX

A jobinthe DAX file needsto have a globus profile key project associated and the value has to be picked up (per
user) from user environment.

<profile namespace="gl obus" key="proj ect">${ PROOECT} </ profil e>
« Site Catalog

In the site catalog, the site catalog entries are templated, where paths are resolved on the basis of values of envi-
ronment variables. For example, below is atemplated entry for alocal site where $PWD is the working directory
from where pegasus-plan isinvoked.

<site handl e="local" arch="x86_64" os="LINUX" osrel ease="" osversion="" glibc="">
<directory path="${PWD}/LOCAL/ shared-scratch" type="shared-scratch" free-size="" total-
size="">
<file-server operation="all" url="file:///${PWD}/LOCAL/shared-scratch">
</file-server>
</directory>
<directory path="${PWD}/LOCAL/ shared-storage" type="shared-storage" free-size="" total-
size="">
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<file-server operation="all" url="file:///${PWD}/LOCAL/ shared-storage">
</file-server>
</directory>
<profil e namespace="env" key="PEGASUS HOVE"'>/usr</profil e>
<profil e namespace="pegasus" key="clusters. nun' >1</profile>
</site>

Replica Catalog

Theinput file locations in the Replica Catal og can be resolved based on values of environment variables.

# File Based Replica Catal og
production_200. conf file://$PWY production_200.conf site="|ocal"

Note

Variable expansionisonly supported for Filebased ReplicaCatal og, not Regex or other file based formats.
Transformation Catalog

Similarly paths in the transformation catalog or profile values can be picked up from the environment i.e environ-
ment variables OS, ARCH and PROJECT are defined in user environment when launching pegasus-plan.

# Snippet froma Text Based Transformation Catal og
tr pegasus:: keg{
site obelix {
profile globus "project" "${PROQIECT}"
pfn "/usr/bin/pegasus-keg"
arch "${ARCH "
os "${Cst"
type "I NSTALLED'
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Chapter 5. Running Workflows
Executable Workflows (DAG)

The DAG is an executable (concrete) workflow that can be executed over avariety of resources. When the workflow
tasks are mapped to multiple resources that do not share a file system, explicit nodes are added to the workflow for
orchestrating data. transfer between the tasks.

When you take the DAX workflow created in Creating Workflows, and plan it for asingle remote grid execution, here
asite with handle hpcc, and plan the workflow without clean-up nodes, the following concrete workflow is built:

Figure5.1. Black Diamond DAG

create_dir_diamond_0_hpee

l \
stage_in_local_hpcc_0 |

/

preprocess_|D000001

LN

findrange_ID000002 findrange_ID0O0O0003

\ l

analyze_|D0OD0004

l

stage_out_local_hpec_2_0

Planning augmentsthe original abstract workflow with ancillary tasksto facility the proper execution of the workflow.
These tasks include:

« the creation of remote working directories. These directories typically have name that seeks to avoid conflicts with
other simultaneously running similar workflows. Such tasks use ajob prefix of creat e_di r .

« thestage-in of input files before any task which requires these files. Any file consumed by atask needsto be staged
to the task, if it does not already exist on that site. Such tasks use ajob prefix of st age_i n.If multiplefilesfrom
various sources need to be transferred, multiple stage-in jobs will be created. Additional advanced options permit
to control the size and number of these jobs, and whether multiple compute tasks can share stage-in jobs.

« theoriginal DAX job is concretized into a compute task in the DAG. Compute jobs are a concatination of the job's
name and id attribute from the DAX file.

« the stage-out of data products to a collecting site. Data products with their transfer flag set to f al se will not be
staged to the output site. However, they may still be digible for staging to other, dependent tasks. Stage-out tasks
use ajob prefix of st age_out .
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 If computejobsrun at different sites, an intermediary staging task with prefix st age_i nt er isinserted between
the compute jobs in the workflow, ensuring that the data products of the parent are available to the child job.

« theregistration of data products in areplica catalog. Data products with their register flag set to f al se will not
be registered.

« the clean-up of transient files and working directories. These steps can be omitted with the --no-cleanup option
to the planner.

The Data Management chapter details more about when and how staging nodes are inserted into the workflow.

The DAG will befound in filedi anond- 0. dag, constructed from the name and index attributes found in the root
element of the DAX file.

# PEGASUS WVB GENERATED DAG FI LE
# DAG di anond
# Index = 0, Count =1

JOB create_dir_dianond_0O_hpcc create_dir_di anond_0_hpcc. sub
SCRI PT POST create_dir_di anond_0_hpcc /opt/ pegasus/ def aul t/bi n/ pegasus-exitcode
create_dir_di anond_0_hpcc. out

JOB stage_in_|local _hpcc_0 stage_in_| ocal _hpcc_0. sub
SCRI PT POST stage_i n_| ocal _hpcc_0 /opt/pegasus/ def aul t/bi n/ pegasus- exi t code
stage_i n_| ocal _hpcc_0. out

JOB preprocess_| DO0O0001 preprocess_| DO00001. sub
SCRI PT POST preprocess_| DO00001 /opt/ pegasus/ def aul t/ bi n/ pegasus-exitcode preprocess_| DO00001. out

JOB findrange_| D0O00002 fi ndrange_| DO00002. sub
SCRI PT POST fi ndrange_| DO00002 /opt/ pegasus/ def aul t/ bi n/ pegasus-exi tcode findrange_I DO00002. out

JOB findrange_| D0O0O0003 fi ndrange_| DO00003. sub
SCRI PT POST fi ndrange_| DO0O0003 / opt/ pegasus/ def aul t/ bi n/ pegasus-exi tcode fi ndrange_I DO00003. out

JOB anal yze_| D000004 anal yze_| DO00004. sub
SCRI PT POST anal yze_| D0O00004 / opt/ pegasus/ def aul t/ bi n/ pegasus- exi t code anal yze_| D0O00004. out

JOB stage_out_| ocal _hpcc_2_0 stage_out_| ocal _hpcc_2_0. sub
SCRI PT POST stage_out _| ocal _hpcc_2_0 /opt/ pegasus/ defaul t/bi n/ pegasus-exi t code
stage_out _| ocal _hpcc_2_0. out

PARENT fi ndrange_| D0O00002 CHI LD anal yze_| D0O00004

PARENT fi ndrange_| D0O00003 CHI LD anal yze_| D0O00004

PARENT pr eprocess_| D0O00001 CHI LD fi ndrange_| DO00002

PARENT pr eprocess_| D0O00001 CHI LD fi ndrange_| DO0O0003

PARENT anal yze_| DO00004 CHI LD stage_out _| ocal _hpcc_2_0
PARENT stage_i n_|l ocal _hpcc_0 CHI LD preprocess_| DO00001
PARENT create_dir_di anond_0_hpcc CHI LD fi ndrange_| DO00002
PARENT create_dir_di anond_0_hpcc CHI LD fi ndrange_| DO0O0003
PARENT creat e_dir_di anond_0_hpcc CHI LD preprocess_| DO00001
PARENT create_dir_di anmond_0_hpcc CHI LD anal yze_| D0O00004
PARENT create_dir_di amond_0_hpcc CHI LD stage_i n_| ocal _hpcc_0

# End of DAG

The DAG file declares al jobs and links them to a Condor submit file that describes the planned, concrete job. In the
same directory as the DAG file are al Condor submit files for the jobs from the picture plus a number of additional
helper files.

The various instructions that can be put into a DAG file are described in Condor's DAGMAN documentation [http://
www.cs.wisc.edu/condor/manual/v7.5/2_10DAGMan_Applications.html].The constituents of the submit directory
are described in the "Submit Directory Details'chapter

Mapping Refinement Steps

During the mapping process, the abstract workflow undergoes a series of refinement steps that convertsit to an exe-
cutable form.
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Data Reuse

The abstract workflow after parsing is optionally handed over to the Data Reuse Module. The Data Reuse Algorithm
in Pegasus attempts to prune al the nodes in the abstract workflow for which the output files exist in the Replica
Catalog. It also attempts to cascade the deletion to the parents of the deleted node for e.g if the output files for the
leaf nodes are specified, Pegasus will prune out al the workflow as the output files in which a user is interested in
already exist in the Replica Catal og.

The Data Reuse Algorithm works in two passes

First Pass - Determine al the jobs whose output files exist in the Replica Catalog. An output file with the transfer
flag set to false is treated equivalent to the file existing in the Replica Catalog , if the output file is not an input to
any of the children of the job X.

Second Pass - The agorithm removes the job whose output files exist in the Replica Catalog and tries to cascade the
deletion upwards to the parent jobs. We start the breadth first traversal of the workflow bottom up.

(It is already marked for deletion in Pass 1

R
( ALL of it's children have been marked for deletion
AND
( Node's output files have transfer flags set to false
R
Node's output files with transfer flag as true have | ocations recorded in the Replica
Cat al og
)
)
)
Tip

The Data Reuse Algorithm can be disabled by passing the --for ce option to pegasus-plan.

Figure5.2. Workflow Data Reuse
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Site Selection

The abstract workflow is then handed over to the Site Selector modul e where the abstract jobsin the pruned workflow
are mapped to the various sites passed by auser. Thetarget sitesfor planning are specified on the command line using
the --sites option to pegasus-plan. If not specified, then Pegasus picks up al the sites in the Site Catalog as candidate
sites. Pegasus will map a compute job to asite only if Pegasus can

« find an INSTALLED executable on the site
¢ OR find a STAGEABLE executable that can be staged to the site as part of the workflow execution.
Pegasus supports variety of site selectors with Random being the default
* Random
The jobswill be randomly distributed among the sites that can execute them.
* RoundRobin

Thejobswill be assigned in around robin manner amongst the sites that can execute them. Since each site cannot
execute every type of job, the round robin scheduling is done per level on asorted list. The sorting ison the basis
of the number of jobs a particular site has been assigned in that level so far. If ajob cannot be run on the first
sitein the queue (due to no matching entry in the transformation catal og for the transformation referred to by the
job), it goes to the next one and so on. This implementation defaults to classic round robin in the case where all
the jobs in the workflow can run on all the sites.

e Group

Group of jobs will be assigned to the same site that can execute them. The use of the PEGASUS profile key
group in the DAX, associates ajob with a particular group. The jobs that do not have the profile key associated
with them, will be put in the default group. The jobs in the default group are handed over to the "Random" Site
Selector for scheduling.

o Heft

A version of the HEFT processor scheduling algorithm is used to schedule jobs in the workflow to multiple grid
sites. Theimplementation assumes default data communication costs when jobs are not scheduled on to the same
site. Later on this may be made more configurable.

Theruntimefor thejobsis specified in the transformation catal og by associating the pegasuspr ofilekey runtime
with the entries.

The number of processorsin asiteis picked up from the attribute idle-nodes associated with the vanillajobman-
ager of the sitein the site catalog.

* NonJavaCallout

Pegasus will callout to an external site selector.In this mode a temporary file is prepared containing the job
information that is passed to the site selector as an argument while invoking it. The path to the site selector is
specified by setting the property pegasus.site.selector.path. The environment variables that need to be set to run
the site selector can be specified using the properties with a pegasus.site.selector.env. prefix. The temporary file
contains information about the job that needs to be scheduled. It contains key value pairs with each key value
pair being on anew line and separated by a=.

The following pairs are currently generated for the site selector temporary file that is generated in the NonJava
Cadlout.

Table5.1. Key Value Pairsthat are currently generated for the site selector temporary
filethat isgenerated in the NonJavaCallout.

!pr !Valup |
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version

isthe version of the site selector api,currently 2.0.

transformation

isthe fully-qualified definition identifier for the trans-
formation (TR) namespace::name:version.

derivation isthefully qualified definition identifier for the deriva-
tion (DV), namespace::name:version.

job.level isthe job's depth in the tree of the workflow DAG.

job.id isthejob's D, as used in the DAX file.

resource.id isapool handle, followed by whitespace, followed by a
gridftp server. Typically, each gridftp server isenumer-
ated once, so you may have multiple occurances of the
same site. There can be multiple occurances of thiskey.

input.Ifn is an input LFN, optionally followed by a whitespace
and file size. There can be multiple occurances of this
key,one for each input LFN required by the job.

wf.name label of the dax, as found in the DAX's root element.
wf.index isthe DA X index, that isincremented for each
partition in case of deferred planning.

wf.time is the mtime of the workflow.

wf.manager is the name of the workflow manager being used .e.g
condor

vo.name is the name of the virtual organization that is running
thisworkflow. It is currently set to NONE

Vo.group unused at present and is set to NONE.

Tip

The site selector to use for site selection can be specified by setting the property pegasus.selector .site
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Figure5.3. Workflow Site Selection
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Job Clustering

After site selection, the workflow is optionally handed for to the job clustering module, which clusters jobs that are
scheduled to the same site. Clustering is usualy done on short running jobs in order to reduce the remote execution
overheads associated with ajob. Clustering is described in detail in the optimization chapter.

Tip
The job clustering is turned on by passing the --cluster option to pegasus-plan.

Addition of Data Transfer and Registration Nodes

After job clustering, the workflow is handed to the Data Transfer module that adds data stage-in , inter site and stage-
out nodes to the workflow. Data Stage-in Nodes transfer input data required by the workflow from the locations
specified in the Replica Catalog to a directory on the staging site associated with the job. The staging sitefor ajob is
the execution siteif running in a sharedfs mode, elseit is the one specified by --staging-site option to the planner. In
case, multiplelocations are specified for the same input file, the location from where to stage the dataiis sel ected using
aReplica Selector . Replica Selection is described in detail in the Replica Selection section of the Data Management
chapter. More details about staging site can be found in the data staging configuration chapter.

The process of adding the data stage-in and data stage-out nodes is handled by Transfer Refiners. All data transfer
jobs in Pegasus are executed using pegasus-transfer . The pegasus-transfer client is a python based wrapper around
varioustransfer clientslike globus-url-copy, s3cmd, irods-transfer, scp, wget, cp, In . It looks at source and destination
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url and figures out automatically which underlying client to use. pegasus-transfer is distributed with the PEGASUS
and can be found in the bin subdirectory . Pegasus Transfer Refiners are are described in the detail in the Transfers
section of the Data Management chapter. The default transfer refiner that is used in Pegasus is the BalancedCluster
Transfer Refiner, that clusters data stage-in nodes and data stage-out nodes per level of the workflow, on the basis of
certain pegasus profile keys associated with the workflow.

Figure5.4. Addition of Data Transfer Nodesto the Workflow
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Data Registration Nodes may also be added to the final executable workflow to register the location of the output files
on the final output site back in the Replica Catalog . An output file is registered in the Replica Catalog if the register
flag for the fileis set to true in the DAX.
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Figure5.5. Addition of Data Registration Nodesto the Workflow
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The data staged-in and staged-out from adirectory that is created on the head node by a create dir job in the workflow.
In the vanilla case, the directory is visible to al the worker nodes and compute jobs are launched in this directory
on the shared filesystem. In the case where there is no shared filesystem, users can turn on worker node execution,
where the data is staged from the head node directory to a directory on the worker node filesystem. This feature will
be refined further for Pegasus 3.1. To use it with Pegasus 3.0 send email to pegasus-support at isi.edu.

Tip

The replica selector to use for replica selection can be specified by setting the property pegasus.selec-
tor.replica

Addition of Create Dir and Cleanup Jobs

After the datatransfer nodes have been added to the workflow, Pegasus adds a create dir jobsto the workflow. Pegasus
usually , creates one workflow specific directory per compute site, that is on the staging site associated with the job.
In the case of shared shared filesystem setup, it is a directory on the shared filesystem of the compute site. In case
of shared filesystem setup, this directory is visible to al the worker nodes and that is where the data is staged-in by
the data stage-in jobs.

The staging sitefor ajob isthe execution siteif running in asharedfs mode, elseit isthe one specified by --staging-site
option to the planner. More details about staging site can be found in the data staging configuration chapter.

After addition of the create dir jobs, the workflow is optionally handed to the cleanup module. The cleanup module
adds cleanup nodes to the workflow that remove data from the directory on the shared filesystem when it is no longer
required by the workflow. Thisis useful in reducing the peak storage requirements of the workflow.
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Tip
The addition of the cleanup nodes to the workflow can be disabled by passing the --nocleanup option to
pegasus-plan.

Figure 5.6. Addition of Directory Creation and File Removal Jobs
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Tip

Users can specify the maximum number of cleanup jobs added per level by specifying the property pega-
sus.file.cleanup.clusters.num in the properties.

Code Generation

The last step of refinement process, is the code generation where Pegasus writes out the executable workflow in a
form understandable by the underlying workflow executor. At present Pegasus supports the following code generators

1. Condor

Thisisthedefault code generator for Pegasus . This generator generates the executable workflow asa Condor DAG
file and associated job submit files. The Condor DAG fileis passed asinput to Condor DAGMan for job execution.

2. Shell

This Code Generator generates the executable workflow as a shell script that can be executed on the submit host.
While using this code generator, all the jobs should be mapped to sitelocal i.e specify --siteslocal to pegasus-plan.
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Tip
To use the Shell code Generator set the property pegasus.code.generator Shell

3. PMC

This Code Generator generates the executabl e workflow asaPM C task workflow. Thisisuseful to run on platforms
whereit not feasible to run Condor such as the new X SEDE machines such as Blue Waters. In this mode, Pegasus
will generate the executable workflow as a PMC task workflow and a sample PBS submit script that submits this
workflow. Note that the generated PBS file needs to be manually updated before it can be submitted.

Tip

To use the Shell code Generator set the property pegasus.code.generator PMC

Figure5.7. Final Executable Wor kflow
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Data Staging Configuration

Pegasus can be broadly setup to run workflows in the following configurations

» Shared File System

This setup applies to where the head node and the worker nodes of a cluster share a filesystem. Compute jobs in
the workflow run in adirectory on the shared filesystem.

* NonShared FileSystem

55



Running Workflows

This setup appliesto where the head node and the worker nodes of a cluster don't share afilesystem. Compute jobs
in the workflow run in alocal directory on the worker node

¢ Condor Pool Without a shared filesystem
This setup applies to a condor pool where the worker nodes making up a condor pool don't share a filesystem. Al
data |0 is achieved using Condor File |O. Thisisaspecial case of the non shared filesystem setup, where instead
of using pegasus-transfer to transfer input and output data, Condor File 10 is used.

For the purposes of data configuration various sites, and directories are defined below.

1. Submit Host

The host from where the workflows are submitted . Thisiswhere Pegasus and Condor DAGMan areinstalled. This
isreferred to asthe " local" sitein the sitecatalog .

2. Compute Site

The site where the jobs mentioned in the DAX are executed. There needs to be an entry in the Site Catalog for
every compute site. The compute site is passed to pegasus-plan using --sites option

3. Staging Site
A siteto which the separate transfer jobsin the executable workflow (jobswith stage in, stage_out and stage_inter
prefixes that Pegasus adds using the transfer refiners) stage the input data to and the output data from to transfer to
the final output site. Currently, the staging site is always the compute site where the jobs execute.

4. Output Site
The output site is the fina storage site where the users want the output data from jobs to go to. The output site
is passed to pegasus-plan using the --output option. The stageout jobs in the workflow stage the data from the
staging site to the final storage site.

5. Input Site

The site where the input data is stored. The locations of the input data are catalogued in the Replica Catalog, and
the pool attribute of the locations gives us the site handle for the input site.

6. Workflow Execution Directory

Thisisthedirectory created by the create dir jobsin the executable workflow on the Staging Site. Thisisadirectory
per workflow per staging site. Currently, the Staging site is always the Compute Site.

7. Worker Node Directory

Thisisthe directory created on the worker nodes per job usually by the job wrapper that launches the job.
Y ou can specifiy the data configuration to use either in
1. properties - Specify the global property pegasus.data.configuration .

2. site catalog - Starting 4.5.0 release, you can specify pegasus profile key named data.configuration and associate
that with your compute sitesin the site catalog.

Shared File System

By default Pegasus is setup to run workflows in the shared file system setup, where the worker nodes and the head
node of a cluster share a filesystem.
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Figure5.8. Shared File System Setup
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The dataflow is asfollowsin this case

1. Stagein Job executes ( either on Submit Host or Head Node ) to stage in input data from Input Sites ( 1---n) to a
workflow specific execution directory on the shared filesystem.

2. Compute Job starts on aworker node in the workflow execution directory. Accesses the input data using Posix 10

3. Compute Job executes on the worker node and writes out output data to workflow execution directory using Posix
10

4. Stageout Job executes ( either on Submit Host or Head Node ) to stage out output data from the workflow specific
execution directory to adirectory on the final output site.

Tip
Set pegasus.data.configuration to sharedfsto run in this configuration.
Non Shared Filesystem
In this setup , Pegasus runs workflows on local file-systems of worker nodes with the the worker nodes not sharing a
filesystem. The data transfers happen between the worker node and a staging / data coordination site. The staging site
server can be afile server on the head node of a cluster or can be on a separate machine.
Setup
« compute and staging site are the different

« head node and worker nodes of compute site don't share a filesystem
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 Input Datais staged from remote sites.

* Remote Output Sitei.e site other than compute site. Can be submit host.

Figure5.9. Non Shared Filesystem Setup
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The dataflow is asfollowsin this case

1. Stagein Job executes ( either on Submit Host or on staging site) to stage in input data from Input Sites ( 1---n) to
aworkflow specific execution directory on the staging site.

2. Compute Job starts on aworker node in alocal execution directory. Accesses the input data using pegasus transfer
to transfer the data from the staging site to alocal directory on the worker node

3. The compute job executes in the worker node, and executes on the worker node.
4. The compute Job writes out output data to the local directory on the worker node using Posix 10
5. Output Datais pushed out to the staging site from the worker node using pegasus-transfer.

6. Stageout Job executes ( either on Submit Host or staging site) to stage out output data from the workflow specific
execution directory to adirectory on the final output site.

In this case, the compute jobs are wrapped as PegasusL ite instances.

Thismodeisespecially useful for running in the cloud environments where you don't want to setup a shared filesystem
between the worker nodes. Running in that mode is explained in detail here.

Tip

Set pegasus.data.configuration to nonshar edfs to run in this configuration. The staging site can be spec-
ified using the --staging-site option to pegasus-plan.
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Condor Pool Without a Shared Filesystem

This setup appliesto acondor pool where the worker nodes making up acondor pool don't share afilesystem. All data
10 isachieved using Condor File IO. Thisis aspecial case of the non shared filesystem setup, where instead of using
pegasus-transfer to transfer input and output data, Condor File 1O is used.

Setup

¢ Submit Host and staging site are same

» head node and worker nodes of compute site don't share a filesystem
¢ Input Datais staged from remote sites.

* Remote Output Sitei.e site other than compute site. Can be submit host.

Figure 5.10. Condor Pool Without a Shared Filesystem

- =
CONDOR POOL OF
NODES
4
[l
3 ¥ WH
==
! !
#| wn
S L Lkl J
Staging Job Transfer
=== using pegasus-transter
% .
B Cen Execute on Submit
\\. Host or Head Moda _—— Compute Job Posix 10
—— Condor Fila 10
WN Worker Node
Stagein Job
. Stageout Job
DATA FLOW TO COMPUTE JOBS ON A CONDOR POOL WITH NO SHARED
FILESYSTEM AND USING CONDOR 10
SUBMIT HOST AND STAGING SITE ARE SAME . Compute Job

The dataflow is asfollowsin this case

1. Stagein Job executes on the submit host to stage in input data from Input Sites ( 1---n) to a workflow specific
execution directory on the submit host

2. Compute Job starts on aworker nodein alocal execution directory. Before the compute job starts, Condor transfers
theinput datafor the job from the workflow execution directory on the submit host to the local execution directory
on the worker node.

3. The compute job executes in the worker node, and executes on the worker node.
4. The compute Job writes out output data to the local directory on the worker node using Posix 10

5. When the compute job finishes, Condor transfers the output data for the job from the local execution directory on
the worker node to the workflow execution directory on the submit host.
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6. Stageout Job executes ( either on Submit Host or staging site) to stage out output data from the workflow specific
execution directory to adirectory on the final output site.

In this case, the compute jobs are wrapped as PegasusL ite instances.

Thismodeisespecially useful for running in the cloud environments where you don't want to setup ashared filesystem
between the worker nodes. Running in that mode is explained in detail here.

Tip

Set pegasus.data.configuration to condorio to run in this configuration. In this mode, the staging site is
automatically set to site local

PegasusLite

Starting Pegasus 4.0, al compute jobs ( single or clustered jobs) that are executed in a non shared filesystem setup,
are executed using lightweight job wrapper called PegasusL ite.

Figure5.11. Workflow Running in NonShared Filesystem Setup with PegasusL itelaunching
computejobs
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When PegasusL ite starts on a remote worker node to run a compute job , it performs the following actions:

1. Discoversthe best run-time directory based on space requirements and create the directory on the local filesystem
of the worker node to execute the job.

2. Prepare the node for executing the unit of work. This involves discovering whether the pegasus worker tools are
dready installed on the node or need to be brought in.

3. Usepegasus-transfer to stagein theinput datato the runtime directory (created in step 1) on the remote worker node.

4. Launch the compute job.
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5. Use pegasus-transfer to stage out the output data to the data coordination site.

6. Remove the directory created in Step 1.

Pegasus-Plan

pegasus-plan isthe main executable that takesin the abstract workflow ( DAX ) and generates an executable workflow
(‘usually a Condor DAG ) by querying various catalogs and performing severa refinement steps. Before users can
run pegasus plan the following needs to be done:

1. Populate the various catalogs

a Replica Catalog

The Replica Catal og needs to be catal ogued with the locations of the input filesrequired by the workflows. This
can be done by using pegasus-rc-client (See the Replica section of Creating Workflows).

b. Transformation Catalog

The Transformation Catalog needs to be catalogued with the locations of the executables that the workflows
will use. This can be done by using pegasus-tc-client (See the Transformation section of Creating Workflows).

c. SiteCatalog

The Site Catalog needs to be catal ogued with the site layout of the various sites that the workflows can execute
on. A site catalog can be generated for OSG by using the client pegasus-sc-client (See the Site section of the
Creating Workflows).

. Configure Properties

After the catalogs have been configured, the user properties file need to be updated with the types and locations
of the catalogs to use. These properties are described in the basic.propertiesfilesin the etc sub directory (see the
Properties section of the Configuration chapter.

The basic properties that need to be set usually are listed below:

Table5.2. Basic Propertiesthat need to be set

pegasus.catal og.replica

pegasus.catal og.replicafile | pegasus.catalog.replica.url

pegasus.catal og.transformation

pegasus.catal og.transformation.file

pegasus.catalog.site.file

To execute pegasus-plan user usually requires to specify the following options:

1
2.
3.
4.

5.

--dax the path to the DAX file that needs to be mapped.

--dir the base directory where the executable workflow is generated
--sites comma separated list of execution sites.

--output the output site where to transfer the materialized output files.

--submit boolean value whether to submit the planned workflow for execution after planning is done.

Basic Properties

Properties are primarily used to configure the behavior of the Pegasus Workflow Planner at a global level. The prop-
ertiesfileis actually ajava propertiesfile and follows the same conventions as that to specify the properties.
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Please note that the values rely on proper capitalization, unless explicitly noted otherwise.

Some propertiesrely with their default on the value of other properties. Asanotation, the curly bracesrefer to thevalue
of the named property. For instance, ${ pegasus.home} meansthat the val ue depends on the value of the pegasus.home
property plus any noted additions. You can use this notation to refer to other properties, though the extent of the
subsitutions are limited. Usually, you want to refer to a set of the standard system properties. Nesting is not allowed.
Substitutions will only be done once.

There is a priority to the order of reading and evaluating properties. Usually one does not need to worry about the
priorities. However, it is good to know the details of when which property applies, and how one property is able to
overwrite another. The following is amutually exclusive list ( highest priority first ) of property file locations.

1. --conf option to the tools. Almost al of the clients that use properties have a --conf option to specify the property
file to pick up.

2. submit-dir/pegasus.xxxxxxx.properties file. All tools that work on the submit directory ( i.e after pegasus has
planned a workflow) pick up the pegasus.xxxxx.properties file from the submit directory. The location for the pe-
gasus.Xxxxxxx.propertiesis picked up from the braindump file.

3. The properties defined in the user property file ${user.home}/.pegasusrc have lowest priority.

Commandline properties have the highest priority. These override any property loaded from a property file. Each

commandline property isintroduced by a-D argument. Note that these arguments are parsed by the shell wrapper, and

thusthe -D arguments must be the first arguments to any command. Commandline properties are useful for debugging
purposes.

From Pegasus 3.1 release onwards, support has been dropped for the following properties that were used to signify
the location of the propertiesfile

¢ pegasus.properties
¢ pegasus.user.properties

The following example provides a sensible set of properties to be set by the user property file. These properties use
mostly non-default settings. It is an example only, and will not work for you:

pegasus. cat al og. replica File

pegasus.catal og.replica.file ${ pegasus. hone}/etc/ sanpl e.rc. data
pegasus. cat al og. t ransf or mati on Text

pegasus. catal og. transformation.file ${pegasus.hone}/etc/sanple.tc.text
pegasus.catal og.site.file ${ pegasus. hone}/ et c/ sanpl e. si tes. xni

If you are in doubt which properties are actually visible, pegasus during the planning of the workflow dumps all
properties after reading and prioritizing in the submit directory in afile with the suffix properties.

pegasus.home

Systems: al
Type: directory location string
Defaullt: "$PEGASUS HOME"

The property pegasus.home cannot be set in the property file. This property is automatically set up by the pegasus
clientsinternally by determining the installation directory of pegasus. Knowledge about this property isimportant for
devel opers who want to invoke PEGASUS JAVA classes without the shell wrappers.

Catalog Related Properties
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Table5.3. Replica Catalog Properties

Key Attributes

Description

Property Key: pegasus.catal og.replica
Profile Key: N/A

Scope  : Properties
Since :20
Default : File

Pegasus queries a Replica Catalog to discover the physi-
cal filenames (PFN) for input files specified in the DAX.
Pegasus can interface with various types of Replica Cata-
logs. This property specifies which type of Replica Cata-
log to use during the planning process.

JDBCRC In this mode, Pegasus queries a SQL
based replica catalog that is accessed via
JDBC. The sgl schema's for this catalog
can be found at $PEGASUS HOME/sql
directory. To use JDBCRC, the user addi-
tionally needs to set the following prop-

erties

1. pegasus.catalog.replica.db.driver =
mysql

2. pegasus.catalog.replicadb.url = jdbc
url to database e.g jdbc:mysql://data-
base-host.isi.edu/database-name

3. pegasus.catal og.replica.db.user =
database-user

4. pegasus.catal og.replica.db.password
= database-password
File In this mode, Pegasus queries afile based
replica catalog. It is neither transaction-
ally safe, nor advised to use for produc-
tion purposes in any way. Multiple con-
current instances will clobber each oth-
er!. The site attribute should be specified
whenever possible. The attribute key for
the site attribute is "site".

The LFN may or may not be quoted. If it
contains linear whitespace, quotes, back-
slash or an equality sign, it must be quot-
ed and escaped. Ditto for the PFN. The
attribute key-value pairs are separated by
an equality sign without any whitespaces.
The value may be in quoted. The LFN
sentiments about quoting apply.

LFN PFN
LFN PFN a=b [..]

LFN PFN a="b" [..]

"LEN W LWS" "PFN W LV8" [..]

To useFile, the user additionally needsto
specify pegasus.catalog.replica.file prop-
erty to specify the path to the file based
RC.
Regex In this mode, Pegasus queries afile based
replicacatalog. It is neither transactional-
ly safe, nor advised to use for production
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purposesin any way. Multiple concurrent
access to the File will end up clobbering
the contents of the file. The site attribute
should be specified whenever possible.
The attribute key for the site attribute is
"site”.

The LFN may or may not be quoted. If it
contains linear whitespace, quotes, back-
slash or an equality sign, it must be quot-
ed and escaped. Ditto for the PFN. The
attribute key-value pairs are separated by
an equality sign without any whitespaces.
The value may be in quoted. The LFN
sentiments about quoting apply.

In addition users can specifiy regular ex-
pression based LFN's. A regular expres-
sion based entry should be quaified with
an attribute named 'regex'. The attribute
regex when set to true identifies the cat-
alog entry as a regular expression based
entry. Regular expressions should follow
Javaregular expression syntax.

For example, consider areplicacatalog as
shown below.

Entry 1 refers to an entry which does
not use a resular expressions. This entry
would only match afile named 'f.a, and
nothing else. Entry 2 referes to an entry
which uses a regular expression. In this
entry f.a referes to files having name as
flany-character]ai.e. faa, f.a, fOa, etc.

f.a file:///Vol/input/f.a
site="l ocal "

f.a file:///Vol/input/f.a
site="local " regex="true"

Regular expression based entries aso
support substitutions. For example, con-
sider the regular expression based entry
shown below.

Entry 3 will match files with name a-
pha.csv, aphatxt, alphaxml. In addition,
values matched in the expression can be
used to generate a PFN.

For the entry below if the file being
looked up is aphacsv, the PFN for
the file would be generated as file:///
Volumes/data/input/csv/a pha.csv. Simi-
lary if the file being lookedup was a-
phacsv, the PFN for the file would
be generated as file:!///Volumes/datalin-
put/xml/alphaxml i.e. Thesection[0], [1]
will be replaced. Section [Q] refersto the
entire string i.e. aphacsv. Section [1]
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Directory

refers to a partial match in the input i.e.
csv, or txt, or xml. Users can utilize as
many sections as they wish.

al pha\. (csv|txt|xm) file:///
Vol /input/[1]/[0] site="local"
regex="true"

To useFile, the user additionally needsto
specify pegasus.catalog.replica.file prop-
erty to specify the path to the file based
RC.

In this mode, Pegasus does a directory
listing on an input directory to create the
LFN to PFN mappings. Thedirectory list-
ing is performed recursively, resulting in
deep LFN mappings. For example, if an
input directory $input is specified with
the following structure

$i nput
$input/f.1
$input/f.2

$i nput / D1

$i nput/D1/f.3

Pegasus will create the mappings the fol-
lowing LFN PFN mappings internally

f.1 file://$input/f.1 site="local"
f.2 file://$input/f.2 site="local"
D1/f.3 file://$input/D2/f.3

site="l ocal "

If you don't want the deep Ifn's to be
created then, you can set pegasus.cata-
log.replicadirectory flat.IfntotrueIn that
case, for the previous example, Pegasus
will create the following LFN PFN map-
pingsinternaly.

f.1 file://$input/f.1 site="local"
f.2 file://$input/f.2 site="local"
f.3 file://$input/D2/f.3

i

site="l ocal "

pegasus-plan has --input-dir option that
can be used to specify an input directory.

Users can optionally specify additional
properties to configure the behvavior of
this implementation.

pegasus.catal og.replica.directory.site to
specify a site attribute other than local to
associate with the mappings.

pegasus.catal og.replica.directory.url.pre-
fix to associate a URL prefix for the
PFN's constructed. If not specified, the
URL defaultsto file://
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MRC In this mode, Pegasus queries multiple
replica catalogs to discover the file loca-

tionson the grid. To useit set

pegasus. catal og.replica MRC

Each associated replica catalog can be
configured via properties as follows.

The user associates a variable name re-
ferred to as [value] for each of the cata-
logs, where [value] isany legal identifier
(concretely [A-Za-z][_A-Za-z0-9]*) For
each associated replica catalogs the user
specifies the following properties.

pegasus. cat al og. replica. nrc. [val ue]
specifies the type of \

replica catal og.
pegasus. catal og.replica.nrc.
[ val ue] . key specifies a property
name\

key for a particular catal og

pegasus. catal og.replica.nrc.director
LRC

pegasus. catal og.replica.nrc.director

input/dirl

pegasus. catal og.replica.nrc.director
LRC

pegasus. catal og.replica.nrc.director

input/dir2

In the above example, directoryl, direc-
tory2 are any valid identifier names and
url is the property key that needed to be
specified.

Property Key: pegasus.catalog.replica.url
Profile Key: N/A

Scope  : Properties
Since :20
Default : (no default)

When using the modern RLS replica catalog, the URI to
the Replicacatalog must be provided to Pegasusto enable
it to look up filenames. Thereis no default.

Table5.4. Site Catalog Properties

Key Attributes

Description

Property Key: pegasus.catalog.site
Profile Key: N/A

Scope  : Properties
Since :20
Default : XML

Pegasus supports two different types of site catalogs in
XML format conforming to sc-3.0.xsd and sc-4.0.xsd. Pe-
gasus is able to auto-detect what schema a user site cata-
log refers to. Hence, this property may no longer be set.

Property Key: pegasus.catalog.site.file
Profile Key : N/A

Scope  : Properties
Since :20
Default  : ${ pegasus.home.sysconfdir} /sites.xml

The path to the site catal og fil e, that describes the various
sites and their layouts to Pegasus.
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Table5.5. Transformation Catalog Properties

Key Attributes

Description

Property Key: pegasus.catal og.transformation
Profile Key: N/A

Scope  : Properties

Since :20

Default : Text

The only recommended and supported version of Trans-
formation Catalog for Pegasus is Text. For the old File
based formats, users should use pegasus-tc-converter to
convert File format to Text Format.

Text  Inthismode, amultiline file based format is un-
derstood. Thefileisread and cached in memory.
Any modifications, as adding or deleting, causes
an update of the memory and henceto thefileun-
derneath. All queries are done against the mem-
ory representation.

The file sample.tc.text in the etc directory con-
tains an example

Here is a sample textual format for transfoma-
tion catalog containing one transformation on
two sites

tr exanple::keg:1.0 {

#specify profiles that apply for all the
sites for the transfornation

#in each site entry the profile can be
overriden

profile env "APP_HOME"' "/t np/karan"
profile env "JAVA HOMVE' "/bin/app"

site isi {

profile env "nme" "with"

profile condor "nore" "test"

profile env "JAVA HOME' "/bin/java.1.6"
pfn "/path/tol/ keg"

arch "x86"

os "1i nux"

osrel ease "fc"

osversion "4"

type "I NSTALLED'

site wind {

profile env "nme" "with"

profile condor "nore" "test"

pfn "/path/tol/ keg"

arch "x86"

os "1i nux"

osrel ease "fc"

osversion "4"

type "STAGEABLE'

Property Key: pegasus.catal og.transformation
ProfileKey : N/A

Scope  : Properties

Since :20

Default  : ${ pegasus.home.sysconfdir} /tc.text

The path to the transformation catalog file, that describes
the locations of the executables.

Data Staging Configuration Properties

Table5.6. Data Configuration Properties

Key Attributes

Description

Property Key: pegasus.data.configuration
Profile Key: N/A

Scope  : Properties

Since  :4.00

Values : sharedfsinonsharedfsicondorio

This property sets up Pegasus to run in different environ-
ments.

sharedfs If thisis set, Pegasus will be setup to
execute jobs on the shared filesystem
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Default
See Also

: sharedfs
: pegasus.transfer.bypass.input.staging

condorio

nonsharedfs

on the execution site. This assumes,
that the head node of a cluster and the
worker nodes share a filesystem. The
staging site in this case is the same
as the execution site. Pegasus adds a
create dir job to the executable work-
flow that creates a workflow specif-
ic directory on the shared filesystem .
Thedatatransfer jobsin the executable
workflow ( stage_in_, stage inter_,
stage_out_) transfer the datato thisdi-
rectory.The compute jobs in the exe-
cutable workflow are launched in the
directory on the shared filesystem. In-
ternally, if this is set the following
properties are set.

pegasus. execute. *. fil esystem | oca
fal se

If thisis set, Pegasus will be setup to
runjobsin apure condor pool, with the
nodes not sharing afilesystem. Datais
staged to the compute nodes from the
submit host using Condor File1O. The
planner is automatically setup to use
the submit host ( sitelocal ) asthe stag-
ing site. All theauxillary jobs added by
the planner to the executabl e workflow
(createdir, data stagein and stage-out,
cleanup ) jobs refer to the workflow
specific directory onthelocal site. The
data transfer jobs in the executable
workflow ( stage in_, stage inter_,
stage _out_) transfer the datato thisdi-
rectory. When the compute jobs start,
the input data for each job is shipped
from the workflow specific directory
on the submit host to compute/worker
node using Condor file 10. The output
data for each job is similarly shipped
back to the submit host from the com-
pute/worker node. This setup is par-
ticularly helpful when running work-
flows in the cloud environment where
setting up a shared filesystem across
the VM's may be tricky. On loading
this property, internally the following
properies are set

pegasus.transfer.lite.*.inp
Condor
pegasus. execute. *. fil esystem | oca|
true

pegasus. gridstart

PegasusLite

pegasus. transf er. wor ker. package
true

If thisis set, Pegasus will be setup to
execute jobs on an execution site with-
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out relying on a shared filesystem be-
tween the head node and the work-
er nodes. Y ou can specify staging site
( using --staging-site option to pega-
sus-plan) to indicate the site to use as
a central storage location for a work-
flow. The staging site is independant
of the execution sites on which awork-
flow executes. All the auxillary jobs
added by the planner to the executable
workflow ( create dir, data stagein
and stage-out, cleanup ) jobs refer to
the workflow specific directory on the
staging site. The data transfer jobs in
the executable workflow ( stage_in_,
stage_inter_ , stage out_ ) transfer
the data to this directory. When the
compute jobs start, the input data for
each job is shipped from the workflow
specific directory on the submit host
to compute/worker node using pega-
sus-transfer. The output data for each
job is similarly shipped back to the
submit host from the compute/work-
er node. The protocols supported are
a this time SRM, GridFTP, iRods,
S3. This setup is particularly help-
ful when running workflows on OSG
where most of the execution sitesdon't
have enough data storage. Only a few
sites have large amounts of data stor-
age exposed that can be used to place
data during a workflow run. This set-
up is aso helpful when running work-
flows in the cloud environment where
setting up a shared filesystem across
the VM's may be tricky. On loading
this property, internally the following
properies are set

pegasus. execute. *. fil esystem | oca
true
pegasus. gridstart
PegasusLite
pegasus. transfer. worker. package
true
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Chapter 6. Monitoring, Debugging and
Statistics

Pegasus comes bundled with useful tools that help users debug workflows and generate useful statistics and plots
about their workflow runs. Most of the tools query a runtime workflow database ( usually a sqllite in the workflow
submit directory ) populated at runtime by pegasus-monitord. With the exception of pegasus-monitord (see below),
all tools take in the submit directory as an argument. Users can invoke the tools listed in this chapter as follows:

$ pegasus-[tool nane] <path to the submt directory>

Workflow Status

Asthe number of jobs and tasksin workflows increase, the ability to track the progress and quickly debug aworkflow
becomes more and more important. Pegasus comes with a series of utilities that can be used to monitor and debug
workflows both in real-time as well as after execution is already completed.

pegasus-status

To monitor the execution of the workflow run the pegasus-status command as suggested by the output of the pega-
sus-run command. pegasus-status shows the current status of the Condor Q as pertaining to the master workflow
from the workflow directory you are pointing it to. In a second section, it will show asummary of the state of all jobs
in the workflow and all of its sub-workflows.

The details of pegasus-status are described in its respective manual page. There are many options to help you gather
the most out of this tool, including a watch-mode to repeatedly draw information, various modes to add more infor-
mation, and legendsif you are new to it, or need to present it.

$ pegasus-status /Workfl ow dags/ directory
STAT | N_STATE JOB

Run 05:08 level-3-0

Run 04: 32 | - sl eep_I| DOO0005

Run 04: 27 \ _subdax_I evel - 2_1 D0O00004

Run 03: 51 | - sl eep_I DOO0003

Run 03: 46 \ _subdax_I| evel - 1_1 D000002

Run 03: 10 \ _sl eep_I DO0O0001

Summary: 6 Condor jobs total (R 6)

UNREADY  READY PRE QUEUED POST SUCCESS FAI LURE %DONE
0 0 0 6 0 3 0 33.3

Summary: 3 DAGs total (Running:3)

Withoutthe- | option, theonly asummary of theworkflow statisticsisshown under the current queue status. However,
withthe- | option, it will show each sub-workflow separately:

$ pegasus-status -1 /Wrkfl ow dags/directory
STAT | N_STATE JOB

Run 07:01 level-3-0

Run 06:25 | -sl eep_I DOO0005

Run 06: 20 \_subdax_| evel - 2_1 DO00004
Run 05: 44 | - sl eep_I DOO0003

Run 05: 39 \ _subdax_I evel - 1_| DO00002
Run 05: 03 \ _sl eep_I DOO0O001

Summary: 6 Condor jobs total (R 6)

UNRDY READY PRE IN_Q POST DONE FAIL “ONE STATE  DAGNAME
1

0 0 0 0 1 0 50.0 Running level-2_1D000004/| evel -1_I DO00002/
| evel -1- 0. dag

0 0 0 2 0 1 0 33.3 Running |evel-2_1D000004/I evel - 2-0. dag

0 0 0 3 0 1 0 25.0 Running *level -3-0.dag

0 0 0 6 0 3 0 33.3 TOTALS (9 jobs)

Summary: 3 DAGs total (Running:3)

The following output shows a successful workflow of workflow summary after it has finished.

$ pegasus-status work/ 2011080514
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(no matching jobs found in Condor Q

UNREADY READY PRE QUEUED POST SUCCESS FAI LURE %DONE
0 0 0 0 0o 7,137 0 100.0

Summary: 44 DAGs total (Success: 44)

Warning

For large workflowswith many jobs, please note that pegasus-statuswill take timeto compile state from all
workflow files. Thistypically affectstheinitial run, and sub-sequent runs are faster due to the file system'’s
buffer cache. However, on alow-RAM machine, thrashing is a possibility.
The following output show a failed workflow after no more jobs from it exist. Please note how no active jobs are
shown, and the failure status of the total workflow.

$ pegasus-status work/submit

(no matching jobs found in Condor Q

UNREADY  READY PRE QUEUED POST SUCCESS FAI LURE %DONE
20 0 0 0 0 0 2 0.0

Summary: 1 DAG total (Failure:1)

pegasus-analyzer

Pegasus-analyzer isacommand-line utility for parsing several filesin the workflow directory and summarizing useful
information to the user. It should be used after the workflow has already finished execution. pegasus-analyzer quickly
goes through the jobstate.log file, and isolates jobs that did not complete successfully. It then parses their submit,
and kickstart output files, printing to the user detailed information for helping the user debug what happened to his/
her workflow.

The simplest way to invoke pegasus-analyzer isto simply giveit aworkflow run directory, like in the example below:

$ pegasus-anal yzer /hone/ user/run0004
pegasus-anal yzer: initializing...

************************************Sum-rary*************************************

Total jobs : 26 (100.00%
# j obs succeeded : 25 (96.15%
# jobs failed : 1 (3.84%
# jobs held : 1 (3.84%
# jobs unsubmitted : 0 (0.00%

KKKk kKKK KKK KKk kK Kk kk kK kkkkx % Ha| jObS' detaj | S¥***xxkkkkhkkkkhkhkkkkkkkkkkkkx %%

| eep_I DO0O00001

submit file . sl eep_| D0O000001. sub
| ast_job_instance_id 7
reason : Error fromslotl@orbusier.isi.edu:

STARTER at 128.9.64.188 failed to
send file(s) to
<128.9.64.188: 62639>: error reading from
/ opt/condor/8. 4.8/ ocal . corbusi er/ execute/ dir_76205/f. out:
(errno 2) No such file or directory;
SHADOW failed to receive file(s) from<128.9.64.188: 62653>

kKKK KKK KKK KK KKK KKK KKKk KXk Kk **x Fqj | ed ] ODS' detaj| S*¥*¥***kkkkkkhkkkkhhkkkkhkkkkkkkx

egister_viz_glidein_7_0

| ast state: POST_SCRI PT_FAI LURE
site: local
submit file: /honme/user/run0004/register_viz_glidein_7_0.sub
output file: /hone/user/run0004/register_viz_glidein_7_0.out.002
error file: /hone/user/run0004/register_viz_glidein_7_0.err.002

------------------------------- Task #1 - SUMMAIY---------------mm oo

site : local

executable : /lfsl/software/install/pegasus/default/bin/rc-client

argunent s . -Dpegasus. user. properties=/I|fsl/work/pegasus/run0004/ pegasus. 15181. properties \
- Dpegasus. catal og.replica.url=rlsn://smarty.isi.edu --insert register_viz_glidein_7_0.in
exitcode 1
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working dir : /Ifsl/work/pegasus/run0004
--------- Task #1 - pegasus::rc-client - pegasus::rc-client:1.0 - stdout---------

2009- 02- 20 16: 25:13. 467 ERROR [root] You need to specify the pegasus.catal og.replica property
2009- 02-20 16:25:13.468 WARN [root] non-zero exit-code 1

Inthe case above, pegasus-analyzer's output contains abrief summary section, showing how many jobshave succeeded
and how many have failed. If there are any held jobs, pegasus-analyzer will report the name of the job that was held,
and thereason why , asdetermined from the dagman.out filefor theworkflow. Thelast_job_instance_idisthe database
id for the job in the job instance table of the monitoring database. After that, pegasus-analyzer will print information
about each job that failed, showing its last known state, along with the location of its submit, output, and error files.
pegasus-analyzer will also display any stdout and stderr from the job, asrecorded in its kickstart record. Please consult
pegasus-analyzer's man page for more examples and a detailed description of its various command-line options.

Note

Starting with 4.0 release, by default pegasus analyzer queries the database to debug the workflow. If you
want it to use files in the submit directory , use the --files option.

pegasus-remove

If you want to abort your workflow for any reason you can use the pegasus-remove command listed in the output of
pegasus-run invocation or by specifying the Dag directory for the workflow you want to terminate.

$ pegasus-renove / PATH To/ WORKFLOW DI RECTORY

Resubmitting failed workflows

Pegasus will remove the DAGMan and all the jobs related to the DAGMan from the condor queue. A rescue DAG
will be generated in case you want to resubmit the same workflow and continue execution from where it last stopped.
A rescue DAG only skips jobs that have completely finished. It does not continue a partially running job unless the
executabl e supports checkpointing.

To resubmit an aborted or failed workflow with the same submit files and rescue Dag just rerun the pegasus-run
command

$ pegasus-run /Pat h/ To/ Wr kf| ow Directory

Plotting and Statistics

Pegasus plotting and statistics tools queries the Stampede database created by pegasus-monitord for generating the
output.The stampede scheme can be found here.

The statistics and plotting tools use the following terminology for defining tasks, jobs etc. Pegasus takesin a DAX
which is composed of tasks. Pegasus plans it into a Condor DAG / Executable workflow that consists of Jobs. In
case of Clustering, multiple tasks in the DAX can be captured into a single job in the Executable workflow. When
DAGMan executes ajob, ajob instanceis populated . Job instances capture information as seen by DAGMan. In case
DAGManretiresajob on detecting afailure, anew job instanceis populated. When DAGMan finds ajob instance has
finished, aninvocation is associated with job instance. In case of clustered job, multipleinvocationswill be associated
with asinglejob instance. If aPre script or Post Script is associated with ajob instance, then invocations are popul ated
in the database for the corresponding job instance.

pegasus-statistics

Pegasus statistics can compute statistics over one or more than one workflow run.

Command to generate statistics over asingle run is as shown below.

$ pegasus-statistics /scratch/grid-setup/run0001/ -s all
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Pegasus Wor kfl ow Managenent System - http://pegasus.isi.edu

Wor kf | ow sunmary:
Summary of the workflow execution. It shows total
t asks/j obs/sub workfl ows run, how many succeeded/failed etc.
I'n case of hierarchical workflow the cal cul ati on shows the
statistics across all the sub workflows.It shows the follow ng
statistics about tasks, jobs and sub workfl ows.

* Succeeded - total count of succeeded tasks/jobs/sub workfl ows.

* Failed - total count of failed tasks/jobs/sub workfl ows.

* Inconplete - total count of tasks/jobs/sub workflows that are
not in succeeded or failed state. This includes all the jobs
that are not submitted, submitted but not conpleted etc. This
is calculated as difference between 'total' count and sum of
'succeeded' and 'failed count.

* Total - total count of tasks/jobs/sub workfl ows.

* Retries - total retry count of tasks/jobs/sub workfl ows.

* Total +Retries - total count of tasks/jobs/sub workflows executed
during workflow run. This is the cunulative of retries,
succeeded and failed count.

Wor kfl ow wal | tine:
The wall time fromthe start of the workfl ow execution to the end as
reported by the DAGVAN. I n case of rescue dag the value is the
curmul ative of all retries.

Wor kf | ow cumul ative job wall tine:
The sumof the wall time of all jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.

Curul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAN.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.

Cunul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAN.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall time value includes jobs
fromthe sub workflows as well.

Wor kf | ow cumul ative job badput wall tine:
The sumof the wall tine of all failed jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.

Currul ative job badput wall time as seen fromsubnit side:
The sumof the wall tine of all failed jobs as reported by DAGVaN.
This is simlar to the regular cumul ative job badput wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.

R R R s R I T T I T T S R R T S I R T T S I

Type Succeeded Failed |Inconplete Total Retries Total +Retries
Tasks 4 0 0 4 0 4

Jobs 17 0 0 17 0 17
Sub-Workflows 0 0 0 0 0 0

Wor kflow wal I tine 5 mins, 18 secs
Wor kfl ow cunul ative job wall tine 4 mns, 2 secs
Cunul ative job wall tine as seen fromsubmt side : 4 mns, 10 secs
Wor kf | ow cumul ati ve job badput wall tine .0

Curul ative job badput wall time as seen fromsubmit side : 0

By default the output gets generated to a statistics folder inside the submit directory. The output that is generated
by pegasus-statistics is based on the value set for command line option 's(statistics level). In the sample run the
command line option 's is set to 'al’ to generate all the statistics information for the workflow run. Please consult the
pegasus-statistics man page to find a detailed description of various command line options.
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Note

In case of hierarchal workflows, the metricsthat are displayed on stdout take into account all the jobs/tasks/

sub workflows that make up the workflow by recursively iterating through each sub workflow.

Command to generate statistics over all workflow runs populated in a single database is as shown below.

$ pegasus-statistics -Dpegasus. nonitord. output="nysql://s_user:s_user123@27.0.0. 1: 3306/ st anpede'

o /scratch/workflow 1_2/statistics -s all --nmultiple-w

Pegasus Wor kfl ow Managenent System - http://pegasus.isi.edu

Wor kf | ow sunmary:
Summary of the workflow execution. It shows total
t asks/j obs/sub workflows run, how many succeeded/failed etc.
In case of hierarchical workflow the cal cul ation shows the
statistics across all the sub workflows.It shows the follow ng
statistics about tasks, jobs and sub workfl ows.

* Succeeded - total count of succeeded tasks/jobs/sub workfl ows.

* Failed - total count of failed tasks/jobs/sub workfl ows.

* Inconplete - total count of tasks/jobs/sub workflows that are
not in succeeded or failed state. This includes all the jobs
that are not submitted, submitted but not conpleted etc. This
is calculated as difference between 'total' count and sum of
'succeeded' and 'failed count.

* Total - total count of tasks/jobs/sub workfl ows.

* Retries - total retry count of tasks/jobs/sub workfl ows.

* Total +Retries - total count of tasks/jobs/sub workflows executed
during workflow run. This is the cunulative of retries,
succeeded and failed count.

Wor kfl ow wal | tine:
The wall time fromthe start of the workfl ow execution to the end as
reported by the DAGVAN. I n case of rescue dag the value is the
curmul ative of all retries.
Wor kf | ow cumul ative job wall tine:
The sum of the wall time of all jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.
Curul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAN.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall time value includes jobs
fromthe sub workflows as well.
Wor kf | ow cumul ative job badput wall tine:
The sumof the wall tine of all failed jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.
Currul ative job badput wall time as seen fromsubnit side:
The sumof the wall tine of all failed jobs as reported by DAGVaN.
This is simlar to the regular cumul ative job badput wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.

B R T T T I T T R R IR T T S S R R R S S R 3 T TR S S S S S

Type Succeeded Failed |Inconplete Total Retries Total +Retries
Tasks 8 0 0 8 0 8

Jobs 34 0 0 34 0 34

Sub- Workflows 0 0 0 0 0 0

Wor kfl ow cunul ative job wall tine : 8 mins, 5 secs
Cunul ative job wall tine as seen fromsubmt side : 8 mins, 35 secs

Wor kf | ow cumul ative job badput wall tine .0

Cunul ative job badput wall time as seen fromsubmt side : 0
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Note

When computing statistics over multiple workflows, please note,

1. All workflow run information should be populated in a single STAMPEDE database.
2. The --output argument must be specified.

3. Job statistics information is not computed.

4. Workflow wall time information is not computed.

Pegasus statistics can also compute statistics over afew specified workflow runs, by specifying the either the submit
directories, or the workflow UUIDs.

pegasus-statistics -Dpegasus. nonitord. out put="<DB URL> -0 <OUTPUT_DIR> <SUBM T_DI R 1>
<SUBM T_DIR 2> .. <SUBM T_DIR n>

R

pegasus-statistics -Dpegasus. nonitord. output="<DB URL> -0 <OUTPUT_DIR> --isuuid <UU D 1>
<UWUID 2> .. <UU D n>

pegasus-stati stics summary which is printed on the stdout contains the following information.

* Workflow summary - Summary of theworkflow execution. In case of hierarchical workflow the calculation shows
the statistics across al the sub workflows.It shows the following statistics about tasks, jobs and sub workflows.

» Succeeded - total count of succeeded tasks/jobs/sub workflows.
» Failed - total count of failed tasks/jobs/sub workflows.

« Incomplete - total count of tasks/jobs/sub workflows that are not in succeeded or failed state. This includes all
the jobs that are not submitted, submitted but not completed etc. Thisis calculated as difference between 'total’
count and sum of 'succeeded' and 'failed' count.

e Total - total count of tasks/jobs/sub workflows.
* Retries- total retry count of tasks/jobs/sub workflows.

e Total Run - total count of tasks/jobs/sub workflows executed during workflow run. This is the cumulative of
total retries, succeeded and failed count.

« Workflow wall time - The wall time from the start of the workflow execution to the end as reported by the DAG-
MAN.In case of rescue dag the value is the cumulative of all retries.

¢ Workflow cummulate job wall time - The sum of the wall time of all jobs as reported by kickstart. In case of
job retries the value is the cumulative of al retries. For workflows having sub workflow jobs (i.e SUBDAG and
SUBDAX jobs), the wall time value includes jobs from the sub workflows as well. This value is multiplied by the
multiplier_factor in the job instance table.

¢ Cumulativejob wall timeasseen from submit side- The sum of thewall time of all jobs asreported by DAGMan.
Thisis similar to the regular cumulative job wall time, but includes job management overhead and delays. In case
of job retries the value is the cumulative of all retries. For workflows having sub workflow jobs (i.e SUBDAG
and SUBDAX jobs), the wall time value includes jobs from the sub workflows. This value is multiplied by the
multiplier_factor in the job instance table.

pegasus-statistics generates the following statistics files based on the command line options set.
Workflow statistics file per workflow [wor kflow.txt]

Workflow statistics file per workflow contains the following information about each workflow run. In case of hierar-
chal workflows, the file contains a table for each sub workflow. The file aso contains a ‘Total' table at the bottom
which isthe cumulative of all the individual statistics details.
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f11b-9972-4

A sample table is shown below. It shows the following statistics about tasks, jobs and sub workflows.

Workflow retries - number of times aworkflow was retried.

Succeeded - total count of succeeded tasks/jobs/sub workflows.

Failed - total count of failed tasks/jobs/sub workflows.

Incomplete - total count of tasks/jobs/sub workflows that are not in succeeded or failed state. Thisincludes al the
jobs that are not submitted, submitted but not completed etc. Thisis calculated as difference between 'total’ count
and sum of 'succeeded' and ‘failed' count.

Total - total count of tasks/jobs/sub workflows.

Retries - total retry count of tasks/jobs/sub workflows.

Total Run - total count of tasks/jobs/sub workflows executed during workflow run. Thisis the cumulative of total
retries, succeeded and failed count.

Table 6.1. Wor kflow Statistics

# Type |Succeeded | Failed Incom- Total Retries | Total Run | Workflow
plete Retries
2a6d- 0
1ba0-b4ba-4fd39c357af4

Tasks 4 0 0 4 0 4
Jobs 13 0 0 13 0 13

Sub Work- 0 0 0 0 0 0
flows

Job statisticsfile per workflow [jobs.txt]

Job statistics file per workflow contains the following details about the job instances in each workflow. A sample
fileis shown below.

Job - the name of the job instance

Try - the number representing the job instance run count.

Site - the site where the job instance ran.

Kickstart(sec.) - the actual duration of the job instance in seconds on the remote compute node.

Mult - multiplier factor from the job instance table for the job.

Kickstart_Mult - value of the Kickstart column multiplied by Mult.

CPU-Time - remote CPU time computed as the stime + utime (when Kickstart is not used, thisis empty).
Post(sec.) - the postscript time as reported by DAGMan.

Condor QTime(sec.) - the time between submission by DAGMan and the remote Grid submission. It isan estimate
of the time spent in the condor g on the submit node .

Resour ce(sec.) - the time between the remote Grid submission and start of remote execution . It is an estimate of
the time job instance spent in the remote queue .

Runtime(sec.) - the time spent on the resource as seen by Condor DAGMan . |s always >=kickstart .
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* Segexec(sec.) - the time taken for the completion of a clustered job instance .

* Segexec-Delay(sec.) - the time difference between the time for the completion of a clustered job instance and sum
of all the individual tasks kickstart time .

Table 6.2. Job statistics

Job Try Site | Kick- | Mult | Kick- | CPU- Post | Con- Re- Run- Se- | Segex-
start gart Mult Time dorQ- | source| time | gexec | ec-De-
Time lay
ana- 1 local | 60.002 1 60.002 | 59.843| 5.0 0.0 - 62.0 - -
lyze 1D000Q004
cre- 1 local | 0.027 1 0.027 | 0.003 5.0 5.0 - 0.0 - -
gte dir_di-
a
mond_0_lp-
ca
find- 1 local |60.001| 10 |600.01|59.921| 5.0 0.0 - 60.0 - -
range_|D000P002
find- 1 local |60.002| 10 |600.02|59.912| 5.0 10.0 - 61.0 - -
range_|D000PO03
pre- 1 local | 60.002 1 60.002 | 59.898 | 5.0 5.0 - 60.0 - -
process_|DO00000L
regis- 1 local | 0.459 1 0.459 | 0.432 6.0 5.0 - 0.0 - -
ter_lo-
ca_10
regis- 1 local | 0.338 1 0.338 | 0.331 5.0 5.0 - 0.0 - -
ter_lo-
ca 11
regis- 1 local | 0.348 1 0.348 | 0.342 5.0 5.0 - 0.0 - -
ter_lo-
ca 20
stage in lp- 1 local 0.39 1 0.39 | 0.032 5.0 5.0 - 0.0 - -
ca_lo-
ca 0
stage out_lo- 1 local | 0.165 1 0.165 | 0.108 5.0 10.0 - 0.0 - -
ca_lo-
ca 00
stage out_lo- 1 local | 0.147 1 0.147 | 0.098 7.0 5.0 - 0.0 - -
ca_lo-
ca 10
stage out_lo- 1 local | 0.139 1 0.139 | 0.089 5.0 6.0 - 0.0 - -
ca_lo-
ca 11
stage out_lo- 1 local | 0.145 1 0.145 | 0101 | 5.0 5.0 - 0.0 - -
ca_lo-
ca 20

Transformation statistics file per workflow [breakdown.txt]

Transformation statistics file per workflow contains information about the invocations in each workflow grouped by
transformation name. A samplefileis shown below.

¢ Transformation - name of the transformation.
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Count - the number of times invocations with a given transformation name was executed.
Succeeded - the count of succeeded invocations with agiven logical transformation name .
Failed - the count of failed invocations with a given logical transformation name .

Min (sec.) - the minimum runtime value of invocations with a given logical transformation name times the multi-
pler_factor.

Max (sec.) - the minimum runtime value of invocations with a given logical transformation name times the mul-
tiplier_factor.

Mean (sec.) - the mean of the invocation runtimes with a given logical transformation name times the multipli-
er_factor.

Total (sec.) - the cumulative of runtime value of invocations with a given logical transformation name times the
multiplier_factor.

Table 6.3. Transformation Statistics

Transfor- Count Succeeded Failed Min Max Mean Total

mation

dag- 13 13 0 5.0 7.0 5.231 68.0
man::post

diamond::an- 1 1 0 60.002 60.002 60.002 60.002

ayze

mond::find-

dia- 2 2 0 600.01 600.02 600.02 1200.03

range

mond::pre-

dia- 1 1 0 60.002 60.002 60.002 60.002

process

sus::dirman-

pega- 1 1 0 0.027 0.027 0.027 0.027

ager

sus::pega-
sus-transfer

pega- 5 5 0 0.139 0.39 0.197 0.986

sus::rc-client

pega- 3 3 0 0.338 0.459 0.382 1.145

Time statisticsfile [time.txt]

Time statistics file contains job instance and invocation statistics information grouped by time and host. The time
grouping can be on day/hour. The file contains the following tables Job instance statistics per day/hour, Invocation
statistics per day/hour, Job instance statistics by host per day/hour and Invocation by host per day/hour. A sample
Invocation statistics by host per day table is shown below.

Job instance statistics per day/hour - the number of job instances run, total runtime sorted by day/hour.
Invocation statistics per day/hour - the number of invocations, total runtime sorted by day/hour.

Job instance statistics by host per day/hour - the number of job instances run, total runtime on each host sorted
by day/hour.

Invocation statistics by host per day/hour - the number of invocations, total runtime on each host sorted by
day/hour.
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Table 6.4. Invocation statistics by host per day

Date[YYYY-MM-DD] Host Count Runtime (Sec.)
2011-07-15 butterfly.isi.edu 54 625.094

pegasus-plots

Pegasus-plots generates graphs and charts to visualize workflow execution. To generate graphs and charts run the
command as shown below.

$ pegasus-plots -p all /scratch/grid-setup/run0001/

KKK KKK KKK IR KKK KKK KKK KKK I KK KA KKK Ik kA k ok kkkk GQUMMARY FF**h Ak ok k ko k ok kkk kk kA kA h kA K KKK Ak KK KKK KKk X Kk

Graphs and charts generated by pegasus-plots can be viewed by opening the generated htnml file in the
web browser
/'scratch/ grid-setup/ run0001/ pl ot s/i ndex. ht m

B R R R R TR x]

By default the output gets generated to plots folder inside the submit directory. The output that is generated by pega-
sus-plots is based on the value set for command line option 'p'(plotting_level).In the sample run the command line
option 'p'isset to 'dl’ to generate al the charts and graphs for the workflow run. Please consult the pegasus-plots man
page to find a detail ed description of various command line options. pegasus-plots generates an index.html file which
provides linksto all the generated charts and plots. A sample index.html page is shown below.

Figure6.1. pegasus-plot index page

Pegasus plots

Workflow Execution Gantt Chart
Host Over Time Chart
Time Chart

DAX graph
DAG graph

dag_file_name :diamond-0.dag
wi_uuid
submii_hosiname
dax_label :
planner_version :3.1.0cvs

planner_arguments

grid_dn J/DC=org/DC=doegrids/OU=People/CN=Prasanth Thomas 541192
user pré

submit_dir

dax_version
pegasus-plots generates the following plots and charts.
Dax Graph

Graph representation of the DAX file. A sample page is shown below.

79



Monitoring, Debugging and Statistics

Figure6.2. DAX Graph

DAX Graph
Top level workflow (ad180edc-222b-49d5-bef3-7c49b8969422)

=

wil_uuld :ad180edc-222b-49d5-bef3- Tod9bRI69422
dax label hierarichal

Sub workflow's of workflow (ad180edc-222b-49d5-hef3-Tc49bB969422)

A | m———
e et
wi_uuid -d1adaB67-5499-436d-b480-5247 384 542 Te wi_uuid :812acTe2-11a)-4ff-ada5-8 Jocfedbifal
dax label :diamond dax label :dizmond

Dag Graph

Graph representation of the DAG file. A sample page is shown below.
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Figure 6.3. DAG Graph

DAG Graph
Top level workflow (ad180edc-222b-49d5-bef3-Te49b8969422)

st s

wi_uuid :ad] §0edc-222b-49d5-bef3- Ted PhE969422
dag label hierarichal-0

Sub workflow's of workflow (ad180edc-222b-49d5-bef3-Te49b8969422)

D D
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e i, il e i el
B = B
B e T e
e ez
wi_uuid :d.lada:x—rg:mh;%}ld?mm?c wi_uuid :Elzﬂcﬁ;:ﬁ:m!isﬂlﬁmm

Gantt workflow execution chart

Gantt chart of the workflow execution run. A sample page is shown below.
Figure 6.4. Gantt Chart

Workflow execution Gantt chan
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shesw g seript tme il

show st scTipt time

a— Kickskari Bogia

PosSiorpt Slarug Ciay
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The toolbar at the top provides zoom infout , pan left/right/top/bottom and show/hide job name functionality. The
toolbar at the bottom can be used to show/hide job states. Failed job instances are shown in red border in the chart.
Clicking on a sub workflow job instance will take you to the corresponding sub workflow chart.

Host over timechart

Host over time chart of the workflow execution run. A sample page is shown below.

Figure 6.5. Host over time chart

Host Over Time Chart - .
oo et $ I et EE

1 L

Host count —=

@ ) =) =
Timeding in seconds -
e o8 S By e
show eondar job [JOB_TERMINATED -SUBMIT)
show kickstart time

show nuntime s seen: by dagman [J08_TERMINATED - EXECUTE] E 1
show resoence delay [EXECUTE -GRID_SUBMIT/GLOBUS_SUBMIT]

The toolbar at the top provides zoom infout , pan left/right/top/bottom and show/hide host name functionality. The
toolbar at the bottom can be used to show/hide job states. Failed job instances are shown in red border in the chart.
Clicking on a sub workflow job instance will take you to the corresponding sub workflow chart.

Timechart

Time chart shows job instance/invocation count and runtime of the workflow run over time. A sample page is shown
below.
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Figure 6.6. Time chart
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The toolbar at the top provides zoom infout and pan left/right/top/bottom functionality. The toolbar at the bottom can
be used to switch between job instances invocations and day/hour filtering.

Breakdown chart

Breakdown chart showsinvocation count and runtime of the workflow run grouped by transformation name. A sample
page is shown below.
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Figure 6.7. Breakdown chart

Invocation breakdown by count grouped by transformation name

diamond
pogasLE: dirmanager MO PrepOcass: diamand: fndrangs pegasus:re-cliant
CRMAnd ANy PUOISULS: POgASUS- NS0
Breakdown by
@ count
O runtime

Note: Legends can be clicked to find information corresponding to the transformation name.

Thetoolbar at the bottom can be used to switch between invocation count and runtime filtering. Legends can be clicked
to get more details.

Dashboard

Asthe number of jobs and tasksin workflows increase, the ability to track the progress and quickly debug aworkflow
becomes more and more important. The dashboard provides users with a tool to monitor and debug workflows both
in real-time as well as after execution is already completed, through a browser.

Workflow Dashboard

Pegasus Workflow Dashboard is bundled with Pegasus. The pegasus-serviceisdevel oped in Python and usesthe Flask
framework to implement the web interface. The users can then connect to this server using a browser to monitor/debug
workflows.

Note

the workflow dashboard can only monitor workflows which have been executed using Pegasus 4.2.0 and
above.

To start the Pegasus Dashboard execute the following command
$ pegasus-service --host 127.0.0.1 --port 5000
SSL is not configured: Using self-signed certificate

2015-04-13 16:14: 23, 074: Pegasus. servi ce.server: 79: WARNING SSL is not configured: Using self-signed
certificate
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Service not running as root: WIIl not be able to switch users
2015- 04- 13 16: 14: 23, 074: Pegasus. servi ce. server: 86: WARNING Service not running as root: WII not be
able to switch users

By default, the server is configured to listen only on localhost/127.0.0.1 on port 5000. A user can view the dashboard
on https://localhost: 5000/

To make the Pegasus Dashboard listen on all network interfaces OR on adifferent port, users can pass different values
to the --host and/or --port options.

By default, the dashboard server can only monitor workflows run by the current user i.e. the user who is running the
pegasus-service.

The Dashboard's home page lists al workflows, which have been run by the current-user. The home page shows
the status of each of the workflow i.e. Running/Successful/Failed/Failing. The home page lists only the top level
workflows (Pegasus supports hierarchical workflows i.e. workflows within a workflow). The rows in the table are
color coded

e Green: indicates workflow finished successfully.

* Red: indicates workflow finished with afailure.

» Blue: indicates aworkflow is currently running.

¢ Gray: indicates a workflow that was archived.
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Figure 6.8. Dashboard Home Page

pegasus-dashboard M
A
Workflow Listing

»

Successful: 8

M Running [l Failed [ Successful

Show results for | all 3
{10 |3

w::::l;w = Submit Host & Submit Directory s State = Submitted On -
split workflow.isi.edu  /nfs/ccg3/ccg/home/examples/split/split/run0006 Running Fri, 23 Oct 2015 16:04:00
split workflow.isi.edu  /nfs/ccg3/ccg/home/examples/split/split/run0004 Failed Fri, 23 Oct 2015 15:56:01
diamond workflow.isiedu /nfs/ccg3/ccg/home/examples/diamond/diamond/run0002  Successful ~ Fri, 23 Oct 2015 15:50:17
split workflow.isi.edu /nfs/ccgd/ccg/home/examples/split/split/run0003 Failed Fri, 23 Oct 2015 15:41:15
split workflow.isi.edu  /nfs/ccg3/ccg/home/examples/split/split/run0002 Successful  Fri, 23 Oct 2015 15:04:44
process workflow.isi.edu /nfs/ccg3/ccg/home/examples/process/process/run0001 Successful  Fri, 23 Oct 2015 15:00:38
pipeline workflow.isi.edu  /nfs/ccg3/ccg/home/examples/pipeline/pipeline/run0001 Successful  Fri, 23 Oct 2015 15:00:28
merge workflow.isiedu /nfs/ccg3/ccg/home/examples/merge/merge/run0001 Successful  Fri, 23 Oct 2015 15:00:15
diamond workflow.isi.edu /nfs/ccg3/ccg/home/examples/diamond/diamond/run0001  Successful  Fri, 23 Oct 2015 15:00:06
split workflow.isi.edu  /nfs/ccg3/ccg/home/examples/split/split/run0001 Successful  Fri, 23 Oct 2015 14:59:50

TS

STAMPEDE

]

i,

Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu

To view details specific to a workflow, the user can click on corresponding workflow label. The workflow details
page lists workflow specific information like workflow label, workflow status, location of the submit directory, files,
and metadata associated with the workflow etc. The details page aso displays pie charts showing the distribution of
jobs based on status.

In addition, the details page displays atab listing all sub-workflows and their statuses. Additional tabs exist which list
information for all running, failed, successful, and failing jobs.
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Note

Failing jobs are currently running jobs (visible in Running tab), which have failed in previous attempts to
execute them.

The information displayed for ajob depends on it's status. For example, the failed jobs tab displays the job name, exit
code, links to available standard output, and standard error contents.
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Workflow Details 1145e2d5-ad2f-45d6-a3ce-4bds8499d8af[ M

Summary = Files{)  Metadata @

Label diamond
Type root-wf
Progress Successful
Submit Host cartman
User bamboo
Submit Directory B3 [ Afs1/software/bamboo/data/xmi-data/build-dir/ PEGASUS-WT-T39A/test/core/039-bl. ..
DAGMan Out File & diamond-0.dag.dagman.out
Wall Time 5 mins 9 secs
Cumulative Wall Time 5 mins 52 secs
Job Status (Entire Workflow) Job Status (Per Workflow)

Unsubmitted: 0

Failed: 0

Jobs: 0
Workflows: 0
Total: 0

lobs: 26
Successful: 26 Workflows: 0
Total: 26
Il Unsubmitted Il Failed Il Successful M Running Ml Failed I Successful

Charts Statistics

=

I Sub Workflows

Job Name - Time Taken ¢
analyze_|DO000004 1 min
clean_up_local_level_3_0 5 secs
clean_up_local_level_4_0 5 secs
clean_up_local_level_4_1 3 secs
clean_up_local_level 5 0 7 secs
clean_up_local_level_6_0 3 secs
cleanup_diamond_0_local 3 secs
create_dir_diamond_0_local 2 secs
findrange_ID0000002 1 min 1 sec
findrange_|D0000003 1 min

2 3 Next Last

STAMPEDE

i

[ ¥,

Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu
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Figure 6.10. Dashboard Workflow Metadata

pegasus-dashhoard (i)
V@\ Worldlow

Workflow Details 1145e2d5-ad2f-4546-a3ce-4bd68499d8af[ )

Summary Files @ Metadata @)

createdby Karan Vahi

name diamond

Figure 6.11. Dashboard Workflow Files

pegasus-dashhoard )
y@\ Workflow

Workflow Details 1145e2d5-ad2f-45d6-a3ce-4bds8499d8af[ )

Summary Files Metadata @

raw_input true

f.a PFN net available yet size 1024
2016-01-
file:////Ifs1/software/bamboo/data/xml-data/build-dir/ PEGASUS- ctime 26T09:51:42-
f.b1 WT-T39A/test/core/039-black-metadata/L OCAL/shared- 08:00
storage/f.b1 size 124
user bamboo
2016-01-
file:////Ifs1/software/bamboo/data/xml-data/build-dir/ PEGASUS- ctime 26T09:51:42-
f.b2 WT-T39A/test/core/039-black-metadata/L OCAL/shared- 08:00
storage/f.b2 size 124
user bamboo
2016-01-
file:////Ifs1/software/bamboo/data/xml-data/build-diry PEGASUS- ctime 26T09:53:03-
f.c1 WT-T39A/test/core/039-black-metadata/LOCAL/shared- 08:00
storage/f.c1 size 222
user bamboo
2016-01-
file:////Ifs1/software/bamboo/data/xml-data/build-dir/ PEGASUS- ctime 26T09:52:58-
fic2 WT-T39A/test/core/039-black-metadata/LOCAL/shared- 08:00
storage/f.c2 size 222
user bamboo
2016-01-
files////fs1/software/bamboo/data/xmi-data/build-dirPEGASUS-  ©'™® EZ_TD%Q:M” &
fd WT-T39A/test/core/039-black-metadata/L OCAL/shared- ) )
storage/f.d ﬂhal_output true
size 582
user bamboo

To view details specific to a job the user can click on the corresponding job's job label. The job details page lists
information relevant to a specific job. For example, the page lists information like job name, exit code, run time, etc.
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The job instance section of the job details page lists all attempts made to run the job i.e. if ajob failed in its first
attempt due to transient errors, but ran successfully when retried, the job instance section shows two entries; one for
each attempt to run the job.

Thejob details page a so showstab'sfor failed, and successful task invocations (Pegasus allows usersto group multiple
smaller task'sinto asingle job i.e. ajob may consist of one or more tasks)

0



pegasus-dashhoard

Y/ Workflow / Job

Job Details
Label Is_1DO000001
Type Compute
Exit Code 0
Working Directory /private/var/condor/execute/dir_12968

Application Stdour/Stderr
Kickstart Output

Condor Stderr/Pegasus Lite Log

Preview
< 00/00/ls_IDO0O00001 .out.000

<’ 00/00/s_IDOO00001 .er.000

Condor Submit File ¢ Is_ID0000001.sub
Site condorpool
Host 128.9.72.154 > isls.isi.edu
Job States
Submit Thu Mar 23, 2017 01:25:53 PM (0 secs )
Execute Thu Mar 23, 2017 01:26:08 PM ( 15 secs )
Image Size Thu Mar 23, 2017 01:26:08 PM ( 0 secs )
Job Terminated Thu Mar 23, 2017 01:26:08 PM ( 0 secs )
Job Success Thu Mar 23, 2017 01:26:08 PM ( 0 secs )
Post Script Started Thu Mar 23, 2017 01:26:08 PM ( 0 secs )
Post Script Terminated Thu Mar 23, 2017 01:26:13 PM ( 5 secs )
Post Script Success Thu Mar 23, 2017 01:26:13 PM ( 0 secs )

Job Instances

<>
<&

Try = Job Instance ID < Exitcode s Stdout

1 2 0 Preview Preview

Job Invocations

No failed invocations.

STAMPEDE

Copyright ©) 2015 University of Southern California

pegasus-users@isi.edu
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The task invocation details page provides task specific information like task name, exit code, duration, metadata
associated with the task, etc. Task details differ from job details, as they are more granular in nature.
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Figure 6.13. Dashboard I nvocation Page

pegasus-dashboard

N/ Workflow / Job

Task Details

Task Label
Transformation
Working Directory
Executable
Arguments
Exit Code
Start Time
Remote Duration

Remote CPU Time
Task Metadata
size

time

transformation

STAMPEDE

Task Details

1D0000004

diamend::analyze:4.0

Nvar/lib/condor/execute/dir_784086

[ /var/lib/condor/execute/dir_784086/diamond-analyze-4.0
[} -a analyze -T80 -i f.c1 f.c2 -0 f.d

0

Tue, 26 Jan 2016 09:54:16

1 min

59 secs

2048
60

analyze

Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu
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The dashboard & so has web pages for workflow statistics and workflow charts, which graphically rendersinformation
provided by the pegasus-statistics and pegasus-plots command respectively.

The Statistics page shows the following statistics.
1. Workflow level statistics

2. Job breakdown statistics

3. Job specific statistics

Figure 6.14. Dashboard Statistics Page

pegasus-dashbhoard

Workflow / Statistics

A

Statistics

Workflow Wall Time
Workflow Cumulative Job Wall Time
Cumulative Job Walltime as seen from Submit Side

Workflow Cumulative Badput Time

Cumulative Job Badput Walltime as seen from Submit Side

Workflow Retries

12 mins 23 secs

9 mins 34 secs

9 mins 35 secs

9 mins 23 secs

9 mins 20 secs

1

| Workflow Statistics

This Workflow
Type Succeeded Failed Incomplete Total Retries Total + Retries
Tasks 5 0 0 5 0 5
Jobs 16 0 0 16 2 18
Sub Workflows 0 0 0 0 0 0
Entire Workflow
Type Succeeded Failed Incomplete Total Retries Total + Retries
Tasks 5 0 0 5 0 5
Jobs 16 0 0 16 2 18
Sub Workflows 0 0 0 0 0 0
» Job Breakdown Statistics
» Job Statistics
T INFORMATION [
W 4] © USC
Sl Ao Peghn INSTITUTE

Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu

The Charts page shows the following charts.
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1. Job Distribution by Count/Time
2. Time Chart by Job/Invocation
3. Workflow Execution Gantt Chart

The chart below shows the invocation distribution by count or time.

Figure 6.15. Dashboard Plots - Job Distribution

pegasus-dashboard

yﬁ\ Workflow / Charts

Charts

| Job Distribution

Invocation Distribution by Count

L=
\

split: 1 ~.

pegasus:transfer: & ——— dagman:post: 16
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* Gantt Chart
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Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu

The time chart shown below shows the number of jobs/invocations in the workflow and their total runtime
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Figure 6.16. Dashboard Plots - Time Chart

pegasus-dashboard

yﬁ\ Workflow / Charts

Charts

' Job Distribution

| Time Chart

Time Chart by Jobs

800

600

Runtime (secs)
B
=1
=)

2015-10-23 15

M Runtime [l Count

By Jobs By Invocations

' Gantt Chart

= I TU

s TAMPEDE INFORMATION [
WFMP A0 BaEteR] © USC

Copyright ©) 2015 University of Southern California
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The workflow gantt chart lays out the execution of the jobsin the workflow over time.

20
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Figure 6.17. Dashboard Plots - Workflow Gantt Chart
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Notifications

The Pegasus Workflow Mapper now supportsjob and workflow level notifications. Y ou can specify in the DAX with
the job or the workflow

« the event when the natification needs to be sent
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 the executable that needs to be invoked.

The notifications are issued from the submit host by the pegasus-monitord daemon that monitors the Condor logs for
the workflow. When a notification is issued, pegasus-monitord while invoking the notifying executable sets certain
environment variables that contain information about the job and workflow state.

The Pegasus release comes with default notification clients that send notifications via email or jabber.

Specifying Notifications in the DAX
Currently, you can specify notifications for the jobs and the workflow by the use of invoke elements.
Invoke elements can be sub elements for the following elementsin the DAX schema.
« job - to associate notifications with a compute job in the DAX.
« dax - to associate notifications with adax job in the DAX.
« dag - to associate notifications with adag job in the DAX.
 executable - to associate notifications with ajob that uses a particular notification
The invoke element can be specified at the root element level of the DAX to indicate workflow level notifications.

The invoke element may be specified multiple times, as needed. It has a mandatory when attribute with the following
value set

Table 6.5. Invoke Element attributes and meaning.

Enumeration of Valuesfor when attribute Meaning
never (default). Never notify of anything. Thisisuseful to tem-
porarily disable an existing notifications.
start create a notification when the job is submitted.
on_error after ajob finishes with failure (exitcode != 0).
on_success after ajob finishes with success (exitcode == 0).
a_end after ajob finishes, regardless of exitcode.
al like start and at_end combined.

You can specify multiple invoke elements corresponding to same when attribute value in the DAX. This will allow
you to have multiple notifications for the same event.

Hereis an example that illustrates that.

<job id="1D000001" nanespace="exanpl e" name="nDi ffFit" version="1.0"
node- | abel =" preprocess" >
<argument>-a top -T 6 -i <file nane="f.a"/> -o <file nane="f.bl"/></argunent>

<!-- profiles are optional -->
<profil e namespace="execution" key="site">isi_viz</profile>
<profil e namespace="condor" key="getenv">true</profile>

<uses nane="f.a" link="input" register="false" transfer="true" type="data" />
<uses nane="f.b" |ink="output" register="false" transfer="true" type="data" />
<l-- '"WHEN enuneration: never, start, on_error, on_success, at_end, all -->

<i nvoke when="start">/path/to/notifyl argl arg2</invoke>

<i nvoke when="start">/path/to/notifyl arg3 arg4</invoke>

<i nvoke when="on_success">/path/to/notify2 arg3 arg4</invoke>
</j ob>

In the above example the executabl e notify1 will be invoked twice when ajob is submitted ( when="start" ), once with
arguments argl and arg2 and second time with arguments arg3 and arg4.

The DAX Generator API chapter has information about how to add notifications to the DAX using the DAX api's.
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Notify File created by Pegasus in the submit directory

Pegasus while planning a workflow writes out a notify file in the submit directory that contains al the notifications
that need to be sent for the workflow. pegasus-monitord picks up this notificationsfile to determine what notifications
need to be sent and when.
1. ENTITY_TYPE ID NOTIFICATION_CONDITION ACTION
¢ ENTITY_TYPE can be either of the following keywords
* WORKFLOW - indicates workflow level notification

« JOB - indicates notifications for ajob in the executable workflow

* DAXJOB - indicates notifications for aDAX Job in the executable workflow

DAGJOB - indicates notifications for a DAG Job in the executable workflow

« ID indicates the identifier for the entity. It has different meaning depending on the entity type - -
» workflow - ID iswf_uuid
* JOB|DAXJOB|DAGJOB - ID isthejob identifier in the executable workflow ( DAG).

« NOTIFICATION_CONDITION isthe condition when the notification needs to be sent. The notification condi-
tions are enumerated in thistable

* ACTION iswhat needs to happen when condition is satisfied. It is executable + arguments
2. INVOCATION JOB_IDENTIFIER INV.ID NOTIFICATION_CONDITION ACTION

The INVOCATION lines are only generated for clustered jobs, to specifiy the finer grained notifications for each
constitutent job/invocation .

« JOB IDENTIFIER isthe job identifier in the executable workflow ( DAG).

INV.ID indicates the index of the task in the clustered job for which the notification needs to be sent.

NOTIFICATION_CONDITION is the condition when the notification needs to be sent. The notification condi-
tions are enumerated in Table 1

* ACTION iswhat needs to happen when condition is satisfied. It is executable + arguments

A sample notifications file generated is listed below.
WORKFLOW d2c4f 79c- 8d5b- 4577- 8c46- 5031f 4d704e8 on_error /bin/datel

| NVOCATI ON ner ge_vahi -preprocess-1.0_PID1_I Dl 1 on_success /bin/date_executabl e
| NVOCATI ON ner ge_vahi - preprocess-1.0_PID1_I Dl 1 on_success /bin/date_execut abl e
| NVOCATI ON ner ge_vahi -preprocess-1.0_PID1_IDl 1 on_error /bin/date_executable

| NVOCATI ON ner ge_vahi - preprocess-1.0_PID1_I D1 2 on_success /bin/date_execut abl e
| NVOCATI ON ner ge_vahi - preprocess-1.0_PID1_I Dl 2 on_error /bin/date_executabl e

DAXJOB subdax_bl ack_| DO0O0003 on_error /bin/datel3
JOB anal yze_| DO0004 on_success /bin/date

Configuring pegasus-monitord for notifications

Whenever pegasus-monitord entersaworkflow (or sub-workflow) directory, it will read the notificationsfile generated
by Pegasus. Pegasus-monitord will match events in the running workflow against the notifications specified in the
notifications file and will initiate the script specified in a notification when that notification matches an event in the
workflow. It isimportant to note that there will be a delay between a certain event happening in the workflow, and
pegasus-monitord processing the log file and executing the corresponding notification script.
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The following command line options (and properties) can change how pegasus-monitord handles notifications:

--no-natifications (pegasus.monitord.noatifications=Fal se): Will disable notifications completely.

--notifications-max=nn (pegasus.monitord.notifications.max=nn): Will limit the number of concurrent notification
scripts to nn. Once pegasus-monitord reaches this number, it will wait until one notification script finishes before
starting a new one. Notifications happening during this time will be queued by the system. The default number of
concurrent notification scripts for pegasus-monitord is 10.

--notifications-timeout=nn (pegasus.monitord.notifications.timeout=nn): This setting is used to change how long
will pegasus-monitord wait for a notification script to finish. By default pegasus-monitord will wait for aslong as
it takes (possibly indefinitely) until a notification script ends. With this option, pegasus-monitord will wait for at
most nn seconds before killing the notification script.

It is also important to understand that pegasus-monitord will not issue any notifications when it is executed in replay
mode.

Environment set for the notification scripts

Whenever a notification in the notifications file matches an event in the running workflow, pegasus-monitord will
run the corresponding script specified in the ACTION field of the notifications file. Pegasus-monitord will set the
following environment variables for each notification script is starts:

PEGASUS EVENT: The NOTIFICATION_CONDITION that caused the notification. In the case of the "all" con-
dition, pegasus-monitord will substitute it for the actual event that caused the match (e.g. "start” or "at_end").

PEGASUS EVENT_TIMESTAMP: Timestamp in EPOCH format for the event (better for automated processing).
PEGASUS EVENT_TIMESTAMP_ISO: Same as above, but in SO format (better for human readability).

PEGASUS SUBMIT_DIR: The submit directory for the workflow (usually the value from "submit_dir" in the
braindump.txt file)

PEGASUS STDOUT: For workflow notifications, this will correspond to the dagman.out file for that workflow.
For job and invocation notifications, this field will contain the output file (stdout) for that particular job instance.

PEGASUS STDERR: For job and invocation notifications, this field will contain the error file (stderr) for the
particular executable job instance. This field does not exist in case of workflow notifications.

PEGASUS WEFID: Contains the workflow id for this notification in the form of DAX_LABEL + DAX_INDEX
(from the braindump.txt file).

PEGASUS JOBID: For workflow notifications, this contains the worfkflow wf_uuid (from the braindump.txt file).
For job and invocation notifications, this field contains the job identifier in the executable workflow ( DAG ) for
the particular notification.

PEGASUS INVID: Containstheindex of the task in the clustered job for the notification.

PEGASUS STATUS: For workflow notifications, this contains DAGMan's exit code. For job and invocation no-
tifications, this field contains the exit code for the particular job/task. Please note that this field is not present for
'start' notification events.

Default Notification Scripts

Pegasus ships with two reference notification scripts. These can be used as starting point when creating your own
notification scripts, or if the default oneisall you need, you can use them directly in your workflows. The scripts are:

libexec/notification/email - sends email, including the output from pegasus-status (default) or pegasus-analyzer.

$ ./libexec/notification/email --help
Usage: emmil [options]
Opti ons:
-h, --help show this hel p nmessage and exit
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-t TO_ADDRESS, --to=TO ADDRESS
The To: enmil| address. Defines the recipient for the
notification.

-f FROM ADDRESS, - -from=FROM ADDRESS
The From enmil address. Defaults to the required To:
addr ess.

-r REPORT, --report=REPORT
I ncl ude workflow report. Valid values are: none
pegasus- anal yzer pegasus-status (default)

« libexec/notification/jabber - sends simple notifications to Jabber/GTalk. This can be useful for job failures.

$ ./libexec/notification/jabber --help
Usage: jabber [options]

Opt i ons:

-h, --help show this hel p nessage and exit

-i JABBER ID, --jabberid=JABBER |D
Your jabber id. Exanple: user @ abberhost.com

-p PASSWORD, - - passwor d=PASSWORD
Your j abber password

-s HOST, --host=HOST Jabber host, if different fromthe host in your jabber
id. For Google talk, set this to talk.google.com

-r RECI PI ENT, --recipient=RECI Pl ENT
Jabber id of the recipient. Not necessary if you want
to send to your own jabber id

For example, if the DAX generator is written in Python and you want notifications on 'at_end' events (successful or
failed):

# job level notifications - in this case for at_end events
job.invoke('at_end', pegasus_honme + "/libexec/notifications/email --to ne@onewhere.edu")

Please see the notifications example to see a full workflow using notifications.

Monitoring Database

Pegasus launches a monitoring daemon called pegasus-monitord per workflow ( a single daemon is launched if a
user submits a hierarchal workflow ) . pegasus-monitord parses the workflow and job logs in the submit directory
and populates to a database. This chapter gives an overview of the pegasus-monitord and describes the schema of
the runtime database.

pegasus-monitord

Pegasus-monitord is used to follow workflows, parsing the output of DAGMan's dagman.out file. In addition to gen-
erating the jobstate.log file, which contains the various states that ajob goes through during the workflow execution,
pegasus-monitord can also be used to mine information from jobs submit and output files, and either populate a
database, or write a file with NetLogger events containing this information. Pegasus-monitord can also send notifi-
cations to usersin real-time as it parses the workflow execution logs.

Pegasus-monitord is automatically invoked by pegasus-run, and tracks workflows in real-time. By default, it pro-
duces the jobstate.log file, and a SQL ite database, which contains all the information listed in the Stampede schema.
When aworkflow fails, and is re-submitted with a rescue DAG, pegasus-monitord will automatically pick up from
where it left previously and continue to write the jobstate.log file and popul ate the database.

If, after the workflow has already finished, users need to re-create the jobstate.log file, or re-populate the database
from scratch, pegasus-monitord's --r eplay option should be used when running it manually.

Populating to different backend databases

In addition to SQL.ite, pegasus-monitord supports other types of databases, such as MySQL and Postgres. Users
will need to install the low-level database drivers, and can use the --dest command-line option, or the pegasus.mon-
itord.output property to select where the logs should go.

As an example, the command:

$ pegasus-nonitord -r dianond-0. dag. dagman. out
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will launch pegasus-monitord in replay mode. In this case, if ajobstate.log file already exists, it will be rotated and
anew file will be created. It will also create/use a SQL ite database in the workflow's run directory, with the name
of diamond-0.stampede.db. If the database already exists, it will make sure to remove any references to the current
workflow before it populates the database. In this case, pegasus-monitord will process the workflow information
from start to finish, including any restarts that may have happened.

Users can specify an alternative database for the events, asillustrated by the following examples:
$ pegasus-nonitord -r -d nysql://username: user pass@ost nane/ dat abase_nane di anond- 0. dag. dagman. out

$ pegasus-nonitord -r -d sqlite:////tnp/dianmond-0.db di anond-0. dag. dagman. out

Inthefirst example, pegasus-monitor d will send the datato the database_name databaselocated at server hostname,
using the username and user pass provided. In the second example, pegasus-monitord will store the data in the /
tmp/diamond-0.db SQL ite database.

Note

For absolute paths four slashes are required when specifying an alternative database path in SQLite.

Users should also be aware that in all cases, with the exception of SQLite, the database should exist before pega-
sus-monitord isrun (asit creates all needed tables but does not create the database itself).

Finaly, the following example:

$ pegasus-nonitord -r --dest dianond-0.bp di anond- 0. dag. dagnan. out
sends events to the diamond-0.bp file. (please note that in replay mode, any data on the file will be overwritten).

One important detail is that while processing a workflow, pegasus-monitord will automatically detect if/when sub-
workflowsareinitiated, and will automatically track those sub-workflowsaswell. Inthis case, although pegasus-mon-
itord will create a separate jobstate.log file in each workflow directory, the database at the top-level workflow will
contain the information from not only the main workflow, but also from all sub-workflows.

Monitoring related files in the workflow directory
Pegasus-monitord generates a number of filesin each workflow directory:
« jobstatelog: contains a summary of workflow and job execution.

* monitord.log: contains any log messages generated by pegasus-monitord. It is not overwritten when it restarts.
This file is not generated in replay mode, as all 1og messages from pegasus-monitord are output to the console.
Also, when sub-workflows are involved, only the top-level workflow will have thislog file. Starting with release
4.0 and 3.1.1, monitord.log fileis rotated if it exists already.

* monitord.started: contains atimestamp indicating when pegasus-monitord was started. Thisfile get overwritten
every time pegasus-monitord starts.

« monitord.done: contains atimestamp indicating when pegasus-monitord finished. Thisfileis overwritten every
time pegasus-monitord starts.

* monitord.info: contains pegasus-monitord state information, which allows it to resume processing if aworkflow
does not finish properly and a rescue dag is submitted. This file is erased when pegasus-monitord is executed in
replay mode.

* monitord.recover: contains pegasus-monitord state information that allows it to detect that a previous instance
of pegasus-monitord failed (or was killed) midway through parsing a workflow's execution logs. Thisfileis only
present while pegasus-monitord is running, asit is deleted when it ends and the monitord.info file is generated.

« monitord.subwf.db: contains information that aids pegasus-monitord to track when sub-workflows fail and are
re-planned/re-tried. It is overwritten when pegasus-monitord is started in replay mode.

« monitord-notifications.log: containsthelog filefor notification-related messages. Normally, thisfile only includes
logs for failed notifications, but can be populated with all notification information when pegasus-monitord isrun
in verbose mode via the -v command-line option.
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Overview of the Workflow Database Schema.

Pegasustakesin aDAX which is composed of tasks. Pegasus plansit into a Condor DAG / Executable workflow that
consists of Jobs. In case of Clustering, multiple tasks in the DAX can be captured into asingle job in the Executable
workflow. When DAGMan executes ajob, ajob instance is populated . Job instances capture information as seen by
DAGMan. In case DAGMan retires a job on detecting a failure , a new job instance is populated. When DAGMan
finds a job instance has finished , an invocation is associated with job instance. In case of clustered job, multiple
invocationswill be associated with asingle job instance. If aPre script or Post Script is associated with ajob instance,
then invocations are populated in the database for the corresponding job instance.

The current schemaversion is 4.0 that is stored in the schema _info table.

Figure 6.18. Workflow Database Schema
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Stampede Schema Upgrade Tool

Starting Pegasus 4.x the monitoring and statistics database schema has changed. If you want to use the pega
sus-statistics, pegasus-analyzer and pegasus-plots against a 3.x database you will need to upgrade the schema
first using the schema upgrade tool /usr/share/pegasus/sal/schema_tool.py or /path/to/pegasus-4.x/share/pegasus/sgl/
schema_tool.py

Upgrading the schema is required for people using the MySQL database for storing their monitoring information if
it was setup with 3.x monitoring tools.

If your setup uses the default SQL ite database then the new databases run with Pegasus 4.x are automatically created
with the correct schema. In this case you only need to upgrade the SQLite database from older runs if you wish to
query them with the newer clients.

To upgrade the database

For SQLite Database

cd /to/the/workfl ow directory/w th/3.x.nmonitord. db
Check the db version

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -c¢ connString=sqlite:////tol/thel/ workflow directory/wth/
wor kf | ow. st anpede. db
2012- 02- 29T01: 29: 43. 330476Z I NFO netl ogger. anal ysi s. schena. schema_check. SchemaCheck. i nit |
2012- 02-29T01: 29: 43. 3307082 | NFO
net | ogger. anal ysi s. schema. schema_check. SchenaCheck. check_schena. start |
2012-02-29T01: 29: 43. 348995Z I NFO netl ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schenma
| Current version set to: 3.1.
2012-02-29T01: 29: 43. 349133Z ERROR netl ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schenma
| Schena version 3.1 found - expecting 4.0 - database admin wll
need to run upgrade tool.
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Storing

Convert the Database to be version 4.x conpliant

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -u connString=sqlite:////tolthe/ workflow directory/wth/
wor kf | ow. st anpede. db
2012- 02- 29T01: 35: 35. 046317Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. i nit |
2012- 02-29T01: 35: 35. 046554Z | NFO
net | ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schena. start |
2012-02-29T01: 35: 35. 064762Z | NFO netl ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schema
| Current version set to: 3.1.
2012- 02-29T01: 35: 35. 064902Z ERROR netl ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schema
| Schenma version 3.1 found - expecting 4.0 - database admn will
need to run upgrade tool.
2012-02-29T01: 35: 35. 065001Z I NFO netl ogger. anal ysi s. schema. schema_check. SchemaCheck. upgrade_to_4_0
| Upgrading to schema version 4.0.

Verify if the database has been converted to Version 4.x

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -c connString=sqlite:////tolthe/ workflow directory/wth/

wor kf | ow. st anpede. db

2012- 02-29T01: 39: 17. 218902Z I NFO netl ogger. anal ysi s. schena. schema_check. SchemaCheck. i nit |

2012-02-29T01: 39: 17.219141Z | NFO
net | ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schena. start |

2012- 02-29T01: 39: 17. 237492Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. check_schema |
Current version set to: 4.0.

2012- 02-29T01: 39: 17. 237624Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. check_schema |
Schema up to date.

For upgrading a MySQL dat abase the steps renmain the sane. The only thing that changes is the
connection String to the database
E. g.

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -u connString=nysql ://user nane: passwor d@er ver : port/ dbnane

After the database has been upgraded you can use either 3.x or 4.x clientsto query the database with pegasus-statistics,
aswell as pegasus-plots and pegasus-analyzer.

of Exitcode in the database

Kickstart records capture raw status in addition to the exitcode . The exitcode is derived from the raw status. Starting
with Pegasus 4.0 release, all exitcode columns (i.einvocation and job instance table columns) are stored with the raw
status by pegasus-monitord. If an exitcode is encountered while parsing the dagman log files, the value is converted
to the corresponding raw status beforeit is stored. All user tools, pegasus-analyzer and pegasus-statistics then convert
the raw status to exitcode when retrieving from the database.

Multiplier Factor

Starting with the 4.0 release, there is a multiplier factor associated with the jobs in the job_instance table. It defaults
to one, unless the user associates a Pegasus profile key named cor es with the job in the DAX. The factor can be used
for getting more accurate statistics for jobs that run on multiple processors/cores or mpi jobs.

The multiplier factor is used for computing the following metrics by pegasus statistics.
¢ Inthe summary, the workflow cumulative job wall time

« Inthe summary, the cumulative job wall time as seen from the submit side

¢ Inthejobsfile, the multiplier factor is listed along-with the multiplied kickstart time.

 In the breakdown file, where statistics are listed per transformation the mean, min , max and average values take
into account the multiplier factor.

Stampede Workflow Events

All the events generated by the system ( Pegasus planner and monitoring daemon) are formatted as Netlogger BP
events. The netlogger events that Pegasus generates are described in Y ang schemafile that can be found in the share/
pegasus/schema/ directory. The stampede yang schema is described below.
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Typedefs

The following typedefs are used in the yang schema to describe the certain event attributes.
« distinguished-name

typedef distingui shed-nane {
type string;
}

¢ yuid

typedef uuid {
type string {

length "36";
pattern
"[0-9a-f A-F]{8}-[0-9a-f A- F] {4}- [ 0- 9a- f A- F] {4}-[ 0-9a- f A- F] {4}-[ 0- 9a-f A- F] { 12} " ;
}
}
 intbool

typedef intbool {
type uint8 {
range "0 .. 1";
}

}
e nl_ts

typedef nl_ts {
type string {
pattern
t(\d{4}-\d{2}-\d{2} T\d{2}:\d{2}:\d{2} (\.\d+) 2(Z| [\+\-]Nd{2}:\d{2})) | (\d{1,9}(\.\d+)?)";

}
e peg_inttype
typedef peg_inttype {
type uint8 {
range "0 .. 11";
}
}
* peg_strtype

typedef peg_strtype {
type enuneration {

enum "unknown" {
val ue 0;

}

enum "conpute" {
val ue 1;

}

enum "stage-in-tx" {
val ue 2;

}

enum "stage-out-tx" {
val ue 3;

}

enum "regi stration" {
val ue 4;

}

enum "inter-site-tx" {
val ue 5;

}

enum "create-dir" {
val ue 6;

}

enum " st aged- conpute" {
val ue 7;

}

enum "cl eanup" {
val ue 8;

}

enum "chnmod" {
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val ue 9;

}

enum "dax" {
val ue 10;

}

enum "dag" {
val ue 11;

}

}
}
« condor_jobstates

typedef condor_j obstates {
type enuneration {
enum " PRE_SCRI PT_STARTED" {
val ue 0;

enum " PRE_SCRI PT_TERM NATED" {
val ue 1;

enum " PRE_SCRI PT_SUCCESS" {
val ue 2;

enum " PRE_SCRI PT_FAI LED" {
val ue 3;

}
enum "SUBM T" {
val ue 4;

enum "GRID_SUBM T" {
val ue 5;

}
enum " GLOBUS_SUBM T" {
val ue 6;

}
enum " SUBM T_FAI LED" {
val ue 7;

enum " EXECUTE" {
val ue 8;

}
enum " REMOTE_ERROR" {
val ue 9;

enum " | MAGE_SI ZE" {
val ue 10;

}
enum "JOB_TERM NATED" {
val ue 11;

}
enum " JOB_SUCCESS" {
val ue 12;

}
enum "JOB_FAI LURE" {
val ue 13;

}
enum "JOB_HELD" {
val ue 14;

}
enum "JOB_EVI CTED" {
val ue 15;

}
enum "JOB_RELEASED" {
val ue 16;

enum " POST_SCRI PT_STARTED" {
val ue 17;

enum " POST_SCRI PT_TERM NATED" {
val ue 18;

enum " POST_SCRI PT_SUCCESS" {
val ue 19;

enum " POST_SCRI PT_FAI LED" {
val ue 20;

}
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}
}

« condor_wfstates

typedef condor_wfstates {
type enuneration {
enum "WORKFLOW STARTED" {
val ue 0;
}
enum "WORKFLOW TERM NATED" {
val ue 1;

}
}

Groupings
Groupings are groups of common attributes that different type of eventsrefer to. The following groupings are defined.

¢ base-event - Common componentsin all events
* ts- Timestamp, 1SO8601 or numeric seconds since 1/1/1970"
* level - Severity level of event. Subset of NetLogger BP levels. For *.end' events, if status is non-zero then level
should be Error."
« xwf.id - DAG workflow UUID

groupi ng base-event {
description
"Conmmon conponents in all events";
leaf ts {
type nl _ts;
mandat ory true;
descri ption
"Ti mestanp, |S08601 or nuneric seconds since 1/1/1970";
}

leaf level {
type enuneration {
enum "I nfo" {
val ue 0;
}

enum "Error" {
val ue 1;
}

}
descri ption
"Severity |level of event.
+ "Subset of NetLogger BP |evels.
+ "For '*.end'" events, if status is non-zero then |evel should be Error.";

}

leaf xwf.id {
type uuid;
description "DAG workflow id";

} /1 grouping base-event
¢ base-job-inst - Common components for al job instance events
« dl attributes from base-event
 job_inst.id - Job instance identifier i.e the submit sequence generated by monitord.
 jsid- Jobstate identifier
* job.id - Identifier for corresponding job in the DAG

groupi ng base-job-inst {
description
"Common conponents for all job instance events";
uses base-event;

leaf job_inst.id {
type int32;
mandatory true;
descri ption
"Job instance identifier i.e the submt sequence generated by nonitord";
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leaf js.id {
type int32;
description "Jobstate identifier";

}

leaf job.id {
type string;
mandatory true;
description
"ldentifier for corresponding job in the DAG';
}
}

¢ sched-job-inst - Scheduled job instance.
« al attributes from base-job-inst
 sched.id - Identifier for job in scheduler
groupi ng sched-job-inst {

description "Schedul ed job instance";
uses base-job-inst;

| eaf sched.id {
type string;
mandatory true;
description
"ldentifier for job in scheduler"”;
}
}

¢ base-metadata
e USes
. key
* vaue

groupi ng base-netadata {
description
"Conmmon conponents for all netadata events that describe netadata for an entity.";
uses base-event;

| eaf key {
type string;
mandatory true;
description
"Key for the nmetadata tuple";

}

| eaf value {
type string;
descri ption
"Correspondi ng val ue of the key";

} /1 grouping base-netadata

Events

The system generates following types of events, that are described below.

¢ stampede.wf.plan

¢ stampede.static.start

» stampede.static.end

¢ stampede.xwf.start

¢ stampedexwf.end

¢ stampede.task.info

e stampede.task.edge

¢ stampede.wf.map.task_job
 stampede.xwf.map.subwf_job
¢ stampede.job.info

« stampede.job.edge

« stampedejob _inst.pre.start
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« stampede.job_inst.pre.term

e stampede.job_inst.pre.end

¢ stampedejob_inst.submit.start
¢ stampede.job_inst.submit.end
¢ stampedejob_inst.held.start
« stampede.job_inst.held.end
« stampede.job_inst.main.start
¢ stampedejob_inst.main.term
¢ stampede.job_inst.main.end
« stampede.job_inst.post.start

¢ stampede.job_inst.post.term
¢ stampede.job_inst.post.end
¢ stampedejob _inst.host.info

¢ stampedejob_inst.image.info
¢ stampede.inv.start

e stampede.inv.end

» stampede.static.meta.start

» stampede.static.meta.end

* stampede.xwf.meta

* stampede.task.meta

* stampederc.meta

« stampede.wf.map-file

The events are described in detail below

* stampede.wf.plan

cont ai ner stanpede. wf.plan {
uses base-event;

| eaf submit.hostnanme {
type inet:host;
mandat ory true;
description
"The hostnanme of the Pegasus submit host";

}

| eaf dax. | abel {
type string;
default "workfl ow';
descri ption
"Label for abstract workfl ow specification”;

}

| eaf dax.index {
type string;
default "workflow';
description
"I ndex for the DAX"';
}

| eaf dax.version {
type string;
mandat ory true;
description
"Versi on nunber for DAX';
}

leaf dax.file {
type string;
mandat ory true;
descri ption
"Filenane for for the DAX";

}

| eaf dag.file.name {
type string;
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mandatory true;
description
"Filename for the DAG';
}

| eaf planner.version {
type string;
mandatory true;
description
"Version string for Pegasus planner, e.g. 3.0.0cvs";

}

leaf grid_dn {
type di stingui shed- naneg;
description
"Grid DN of submitter”;
}

| eaf user {
type string;
description
"User nane of submitter"”;

}

leaf submit.dir {
type string;
mandatory true;
description
"Directory path from whi ch workfl ow was subm tted";

}

leaf argv {
type string;
descri ption
"Al'l argunents given to planner on command-|ine";

}

| eaf parent.xwf.id {
type uuid;
descri ption
"Parent workflow in DAG if any";

}

leaf root.xwf.id {
type string;
mandatory true;
description
"Root of workflow hierarchy, in DAG "
+ "Use this workflows UUIDif it is the root";

} // container stanpede.wf.plan
e stampedestatic.start

contai ner stanpede.static.start {
uses base-event;
}

« stampede.static.end

cont ai ner stanpede.static.end {
uses base-event;
Yol

e stampedexwf.start

cont ai ner stanpede. xwf.start {
uses base-event;

| eaf restart_count {
type uint32;
mandatory true;
description
"Nunmber of times workflow was restarted (due to failures)";

} // container stanpede.xwf.start
¢ stampedexwf.end

cont ai ner stanpede. xwf.end {
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uses base-event;

| eaf restart_count {
type uint32;
mandatory true;
descri ption
"Nunber of times workflow was restarted (due to failures)";

}

| eaf status {
type int16;
mandatory true;
description
"Status of workflow O=success, -1=failure";

} // container stanpede.xwf .end

* stampedetask.info

cont ai ner stanpede.task.info {
description
"I nformation about task in DAX';
uses base-event;

| eaf transfornmation {
type string;
mandatory true;
descri ption
"Logi cal nanme of the underlying executable";

}
leaf argv {

type string;

description

"Al'l argunents given to transfornmati on on conmand-|ine";

}
leaf type {

type peg_inttype;

mandatory true;

description "Type of task";
}

| eaf type_desc {
type peg_strtype;
mandatory true;
description
"String description of task type";
}

leaf task.id {
type string;
mandatory true;
description
"ldentifier for this task in the DAX";

} /1 container stanpede.task.info

« stampedetask.edge

cont ai ner stanpede.task. edge {
description
"Represents child/parent relationship between two tasks in DAX";
uses base-event;

| eaf parent.task.id {
type string;
mandat ory true;
description "Parent task";

}

leaf child.task.id {
type string;
mandatory true;
description "Child task";

} /1 container stanpede.task. edge

« stampede.wf.map.task_job
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cont ai ner stanpede. wf. map. task_job {

description
"Rel ates a DAX task to a DAG job.";
uses base-event;

leaf task.id {
type string;
mandatory true;
descri ption
"Identifier for the task in the DAX";
}

leaf job.id {
type string;
mandatory true;
description
"ldentifier for corresponding job in the DAG';

}
} // container stanpede.wf.map.task_job
¢ stampedexwf.map.subwf_job

cont ai ner stanpede. xw . map. subwf _j ob {

description
"Rel ates a sub workflow to the corresponding job instance";
uses base-event;

| eaf subwf.id {
type string;
mandatory true;
description
"Sub Workflow Identified / UU D';

}

leaf job.id {
type string;
mandatory true;
description
"ldentifier for corresponding job in the DAG';

}

leaf job_inst.id {
type int32;
mandatory true;
description
"Job instance identifier i.e the submt sequence generated by nonitord";

} // container stanpede.xwf.map. subwf _j ob
* stampedejob.info

cont ai ner stanpede.job.info {

description
"A description of a job in the DAG';
uses base-event;

leaf job.id {
type string;
mandatory true;
description
"ldentifier for job in the DAG';

}

| eaf submt_file {
type string;
mandatory true;
description
"Name of file being submtted to the scheduler”;

}

| eaf type {
type peg_inttype;
mandatory true;
description "Type of task";

}
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| eaf type_desc {
type peg_strtype;
mandatory true;
descri ption
"String description of task type";
}

| eaf clustered {
type intbool;
mandatory true;
description
"Whether job is clustered or not";

}

leaf max_retries {
type uint32;
mandatory true;
description
"How many retries are allowed for this job before giving up";

}

| eaf task_count {
type uint32;
mandatory true;
descri ption
"Nunber of DAX tasks for this job. "
+ "Auxiliary jobs without a task in the DAX will have the value '0'";

}

| eaf executable {
type string;
mandatory true;
descri ption
"Programto execute";

}

leaf argv {
type string;
descri ption
"Al'l argunents given to executable (on command-line)";

} // container stanpede.job.info

* stampedejob.edge
cont ai ner stanpede. job. edge {

description
"Parent/child relationship between two jobs in the DAG';
uses base-event;

| eaf parent.job.id {
type string;
mandatory true;
description "Parent job";

}

leaf child.job.id {
type string;
mandatory true;
description "Child job";

} // container stanpede.job. edge
« stampedejob_inst.pre.start

cont ai ner stanpede.job_inst.pre.start {

descri ption
"Start of a prescript for a job instance";
uses base-job-inst;
} // container stanpede.job_inst.pre.start

* stampedejob_inst.pre.term
contai ner stanpede.job_inst.pre.term{

description
"Job prescript is termnated (success or failure not yet known)";
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} // container stanpede.job_inst.pre.term
« stampedejob_inst.pre.end

cont ai ner stanpede.job_inst.pre.end {
description
"End of a prescript for a job instance";
uses base-job-inst;

| eaf status {
type int32;
mandatory true;
description
"Status of prescript. 0 is success, -1 is error";

}

| eaf exitcode {
type int32;
mandatory true;
description
"the exitcode with which the prescript exited";

} // container stanpede.job_inst.pre.end
« stampedejob_inst.submit.start

cont ai ner stanpede.job_inst.submt.start {
description
"Wen job instance is going to be submtted. "
+ "Scheduler job id is not yet known";
uses sched-j ob-inst;
} /1 container stanpede.job_inst.submt.start

* stampedejob_inst.submit.end

contai ner stanpede.job_inst.submt.end {
descri ption
"When executable job is submtted";
uses sched-job-inst;

| eaf status {
type int16;
mandatory true;
descri ption
"Status of workflow O=success, -1=failure";

} // container stanpede.job_inst.subnit.end
¢ stampedejob_inst.held.start

cont ai ner stanpede.job_inst.held. start {
description
"When Condor hol ds the jobs";
uses sched-job-inst;
} // container stanpede.job_inst.held.start

« stampedejob_inst.held.end

cont ai ner stanpede.job_inst.held.end {
description
"When the job is released after being held";
uses sched-j ob-inst;

| eaf status {
type int16;
mandat ory true;
description
"Status of workflow O=success, -1=failure";

} /1 container stanpede.job_inst.held. end
e stampedejob_inst.main.start

cont ai ner stanpede.job_inst.main.start {
description
"Start of execution of a scheduler job";
uses sched-job-inst;

leaf stdin.file {
type string;
description
"Path to file containing standard input of job";
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}

| eaf stdout.file {
type string;
mandatory true;
descri ption
"Path to file containing standard output of job";
}

| eaf stderr.file {
type string;
mandatory true;
description
"Path to file containing standard error of job";

} // container stanpede.job_inst.main.start
e stampedejob_inst.main.term

contai ner stanpede.job_inst.main.term{
description
"Job is term nated (success or failure not yet known)";
uses sched-job-inst;

| eaf status {
type int32;
mandatory true;
description
"Execution status. O=neans job term nated, -1=job was evicted, not term nated";

} // container stanpede.job_inst.nain.term
« stampedejob_inst.main.end

cont ai ner stanpede.job_inst.min.end {
descri ption
"End of mmin part of scheduler job";
uses sched-job-inst;

leaf stdin.file {
type string;
description
"Path to file containing standard i nput of job";

}

| eaf stdout.file {
type string;
mandatory true;
descri ption
"Path to file containing standard output of job";

}

| eaf stdout.text {
type string;
descri ption
"Text containing output of job";

}

| eaf stderr.file {
type string;
mandatory true;
description
"Path to file containing standard error of job";

}

| eaf stderr.text {
type string;
descri ption
"Text containing standard error of job";

}

| eaf user {
type string;
description
"Schedul er's nane for user";

}

leaf site {
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type string;
mandatory true;
description
"DAX nane for the site at which the job ran";
}

leaf work_dir {
type string;
description
"Path to working directory";

}

| eaf local.dur {
type deci nal 64 {
fraction-digits 6;
}
units "seconds";
description
"Duration as seen at the |ocal node";

}

| eaf status {
type int32;
mandatory true;
description
"Execution status. O=success, -1=failure";

}

| eaf exitcode {
type int32;
mandatory true;
description
"the exitcode with which the executable exited";

}

leaf multiplier_factor {
type int32;
mandatory true;
descri ption
"the multiplier factor for use in statistics";

}

| eaf cluster.start {
type nl _ts;
descri ption
"When the enclosing cluster started";

}

| eaf cluster.dur {
type deci nal 64 {
fraction-digits 6;
}
units "seconds";
descri ption
"Duration of enclosing cluster"”;

} // container stanpede.job_inst. main.end
e stampedejob_inst.post.start

cont ai ner stanpede.job_inst.post.start {
description
"Start of a postscript for a job instance";
uses sched-job-inst;
} // container stanpede.job_inst.post.start

¢ stampedejob_inst.post.term

cont ai ner stanpede.job_inst.post.term{
descri ption
"Job postscript is termnated (success or failure not yet known)";
uses sched-job-inst;
} // container stanpede.job_inst.post.term

« stampedejob_inst.post.end

cont ai ner stanpede.job_inst.post.end {
description
"End of a postscript for a job instance";
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uses sched-job-inst;

| eaf status {
type int32;
mandatory true;
descri ption
"Status of postscript. 0 is success, -1=failure";

}

| eaf exitcode {
type int32;
mandatory true;
description
"the exitcode with which the postscript exited";

} // container stanpede.job_inst.post.end
« stampedejob_inst.host.info

cont ai ner stanpede.job_inst.host.info {
description
"Host information associated with a job instance";
uses base-job-inst;

leaf site {
type string;
mandatory true;
description "Site name";

}

| eaf hostnanme {
type inet:host;
mandatory true;
description "Host nanme";

}

leaf ip {
type inet:ip-address;
mandatory true;
description "I P address";

}

| eaf total _menory {
type uint64;
description
"Total RAM on host";

}

| eaf unane {
type string;
description
"QOperating system nanme";

} // container stanpede.job_inst.host.info
« stampedejob_inst.image.info

cont ai ner stanpede.job_inst.image.info {
description
"l mage size associated with a job instance";
uses base-job-inst;

| eaf size {
type uint64;
description "l mage size";

}

| eaf sched.id {
type string;
mandatory true;
description
"ldentifier for job in scheduler"”;

} // container stanpede.job_inst.inmage.info
e stampede.inv.start

contai ner stanpede.inv.start {
description
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"Start of an invocation";
uses base-event;

leaf job_inst.id {
type int32;
mandatory true;
description
"Job instance identifier i.e the submt sequence generated by nonitord";

}

leaf job.id {
type string;
mandatory true;
description
"ldentifier for corresponding job in the DAG';

}

leaf inv.id {
type int32;
mandatory true;
descri ption
"ldentifier for invocation.
+ "Sequence nunber, with -1=prescript and -2=postscript";

} // container stanpede.inv.start
« stampede.inv.end

cont ai ner stanpede.inv.end {
description
"End of an invocation";
uses base-event;

leaf job_inst.id {
type int32;
mandatory true;
description
"Job instance identifier i.e the submt sequence generated by nonitord";

}

leaf inv.id {
type int32;
mandatory true;
description
"ldentifier for invocation.
+ "Sequence nunber, with -1=prescript and -2=postscript";

}

leaf job.id {
type string;
mandatory true;
description
"ldentifier for corresponding job in the DAG';

}

| eaf start_time {
type nl _ts;
description
"The start tinme of the event";

}

| eaf dur {
type deci nal 64 {
fraction-digits 6;
}
units "seconds";
description
"Duration of invocation";

}

| eaf renmote_cpu_tinme {
type deci nal 64 {
fraction-digits 6;
}
units "seconds";
description
"renmote CPU tinme conputed as the stime + utinme";
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| eaf exitcode {
type int32;
description
"the exitcode with which the execut abl e exited";

}

| eaf transformation {
type string;
mandatory true;
description
"Transformation associated with this invocation";

}

| eaf executable {
type string;
mandatory true;
description
"Program executed for this invocation";

}

leaf argv {
type string;
description
"Al'l argunents given to executable on command-|ine";

}

leaf task.id {

type string;

descri ption
"ldentifier for related task in the DAX";

} // container stanpede.inv.end
e stampedestatic.meta.start

contai ner stanpede.static.neta.start {
uses base-event;
} // container stanpede.static.neta.start

¢ stampede.static.meta.end

cont ai ner stanpede.static.neta.end {
uses base-event;
} // container stanpede.static.neta.end

* stampedexwf.meta

cont ai ner stanpede. xwf.neta {
descri ption
"Met adata associated with a workflow';
uses base- et adat a;
} // container stanpede.xwf.neta

e stampedetask.meta

cont ai ner stanpede.task.neta {
descri ption
"Met adata associated with a task";
uses base- et adat a;

leaf task.id {

type string;

descri ption
"Identifier for related task in the DAX"';

} // container stanpede.task.neta
e stampederc.meta

contai ner stanpede.rc.neta {
description
"Met adata associated with a file in the replica catal og";
uses base- et adat a;

leaf Ifn.id {

type string;

descri ption
"Logical File ldentifier for the file";

} // container stanpede.rc.neta
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o stampedewf.map.file

cont ai ner stanpede.wf.map.file {
description
"Event that captures what task generates or consunes a particular file";
uses base-event;

leaf Ifn.id {

type string;

description
"Logical File ldentifier for the file";

}

leaf task.id {

type string;

descri ption
"ldentifier for related task in the DAX";

} /I container stanpede.w .nmap.file
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Pegasus supports anumber of execution environments. An execution environment is a setup where jobs from awork-
flow are running.

Localhost

In this configuration, Pegasus schedules thejobsto run locally on the submit host. Running locally is agood approach
for smaller workflows, testing workflows, and for demonstations such as the Pegasus tutorial. Pegasus supports two
methods of local execution: local HTCondor pool, and shell planner. The former is preferred as the latter does not
support all Pegasus features (such as notifications).

Running on alocal HTCondor pool is achieved by executing the workflow on site local (--siteslocal option to pega-
sus-plan). The site "local" is areserved site in Pegasus and results in the jobs to run on the submit host in HTCondor
universe local. The site catalog can be left very simplein this case:

<?xm version="1.0" encodi ng="UTF-8"?>
<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handle="local" arch="x86_64" os="LINUX">
<directory type="shared-scratch" path="/tnp/wf/work">
<file-server operation="all" url="file:///tnmp/ W/ work"/>
</directory>
<directory type="l ocal -storage" path="/tnp/w/storage">
<file-server operation="all" url="file:///tnp/wf/storage"/>
</directory>
</site>

</ sitecatal og>

The simplest execution environment does not involve HT Condor. Pegasus is capable of planning small workflows for
local execution using a shell planner. Please refer to the shar e/ pegasus/ exanpl es directory in your Pegasus
installation, the shell planner's documentation section, or the tutorials, for details.

Condor Pool

A HTCondor pool is a set of machines that use HTCondor for resource management. A HTCondor pool can be a
cluster of dedicated machines or a set of distributively owned machines. Pegasus can generate concrete workflows
that can be executed on a HTCondor pool.
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Figure7.1. Thedistributed resources appear to be part of a HTCondor pool.
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The workflow is submitted using DAGMan from one of the job submission machines in the HTCondor pool. It isthe
responsibility of the Central Manager of the pool to match the task in the workflow submitted by DAGMan to the
execution machines in the pool. This matching process can be guided by including HTCondor specific attributes in
the submit files of the tasks. If the user wants to execute the workflow on the execution machines (worker nodes) in
aHTCondor pool, there should be a resource defined in the site catalog which represents these execution machines.
The universe attribute of the resource should be vanilla. There can be multiple resources associated with a single
HTCondor pool, where each resource identifies a subset of machine (worker nodes) in the pool.

When running on a HTCondor pool, the user has to decide how Pegasus should transfer data. Please see the Data
Staging Configuration for the options. The easiest is to use condorio as that mode does not require any extra setup -
HTCondor will do the transfers using the existing HT Condor daemons. For an example of this mode see the example
workflow in shar e/ pegasus/ exanpl es/ condor - bl ackdi anond- condori o/ . In HTCondorio mode,
the site catalog for the execution siteis very simple as storage is provided by HTCondor:

<?xm version="1.0" encodi ng="UTF-8"?>
<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi :schemaLocation="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handle="local" arch="x86_64" os="LINUX">
<directory type="shared-scratch" path="/tnp/wf/work">
<file-server operation="all" url="file:///tnmp/ W/ work"/>
</directory>
<directory type="local -storage" path="/tnp/w/storage">
<file-server operation="all" url="file:///tnp/wf/storage"/>
</directory>
</site>

<site handl e="condorpool " arch="x86_64" os="LI NUX">
<profil e namespace="pegasus" key="style" >condor</profile>
<profil e namespace="condor" key="universe" >vanilla</profile>
</site>

</sitecatal og>

Thereis a set of HTCondor profiles which are used commonly when running Pegasus workflows. Y ou may have to
set some or al of these depending on the setup of the HTCondor pool:
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<!-- Change the style to HTCondor for jobs to be executed in the HTCondor Pool .
By default, Pegasus creates jobs suitable for grid execution. -->
<profil e namespace="pegasus" key="styl e">condor</profile>

<!-- Change the universe to vanilla to make the jobs go to renote conpute
nodes. The default is local which will only run jobs on the submt host -->
<profil e namespace="condor" key="universe" >vanilla</profhile>

<!-- The requirenents expression allows you to linmt where your jobs go -->
<profil e namespace="condor" key="requirenments">(Target.Fil eSystenDomain !=
&quot ; yggdrasi |l .isi.edu&quot;)</profile>

<l-- The following two profiles forces HTCondor to always transfer files. This
has to be used if the pool does not have a shared fil esystem-->

<profil e namespace="condor" key="shoul d_transfer_fil es">True</profil e>

<profil e namespace="condor" key="when_to_transfer_output”">ON_EXI T</profil e>

Glideins

In this section we describe how machines from different administrative domains and supercomputing centers can be
dynamically added to a HT Condor pool for certain timeframe. These machines join the HTCondor pool temporarily
and can be used to execute jobs in anon preemptive manner. This functionality is achieved using aHTCondor feature
called glideins (see http://cs.wisc.edu/condor/glidein [http://cs.wisc.edu/condor/glidein]) . The startd daemon is the
HTCondor daemon which provides the compute slots and runs the jobs. In the glidein case, the submit machine is
usually a static machine and the glideins are told configued to report to that submit machine. The glideins can be
submitted to any type of resource: a GRAM enabled cluster, a campus cluster, a cloud environment such as Amazon
AWS, or even another HT Condor cluster.

Tip

As glideins are usually coming from different compute resource, and/or the glideins are running in an ad-
ministrative domain different from the submit node, there is usually no shared filesystem available. Thus
the most common data staging modes are condorio and nonshar edfs..

There are many useful tools which submits and manages glideins for you:

¢ GlideinWMS [http://www.uscms.org/SoftwareComputing/Grid/WM S/glideinWMS/] is a tool and host environ-
ment used mostly on the Open Science Grid [http://www.opensciencegrid.org/].

e Corra WMS [http://pegasus.isi.edu/projects/corralwmeg] is a personal frontend for GlideinWMS. Corrd WM S was
developed by the Pegasus team and works very well for high throughput workflows.

« condor_glidein [http://research.cs.wisc.edu/condor/manual/v7.6/condor_glidein.html] is a simple glidein tool for
Globus GRAM clusters. condor_glidein is shipped with HTCondor.

¢ Glideins can aso be created by hand or scripts. This is a useful solution for example for cluster which have no
external job submit mechanisms or do not allow outside networking.

CondorC

Using HTCondorC users can submit workflows to remote HTCondor pools. HTCondorC is a HTCondor specific
solution for remote submission that does not involve the setting up a GRAM on the headnode. To enable HTCondorC
submission to a site, user needs to associate pegasus profile key named style with value as HTCondorc. In case, the
remote HTCondor pool does not have a shared filesytem between the nodes making up the pool, users should use
pegasusin the HTCondorio data configuration. Inthismode, al the datais staged to the remote node in the HT Condor
pool using HTCondor File transfers and is executed using PegasusL ite.

A sample site catalog for submission to aHTCondorC enabled site islisted below

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schema/ sc- 4. 0. xsd"
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version="4,0">

<site handl e="local" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/tnp/wf/work">
<file-server operation="all" url="file:///tmp/wf/work"/>
</directory>
<directory type="local -storage" path="/tnp/wf/storage">
<file-server operation="all" url="file:///tnp/wf/storage"/>
</directory>
</site>

<site handl e="condorcpool " arch="x86_86" os="LI NUX">
<l-- the grid gateway entries are used to designate
the renote schedd for the HTCondorC pool -->
<grid type="condor" contact="ccg-condorctest.isi.edu" schedul er="Condor"
j obt ype="conpute" />
<grid type="condor" contact="ccg-condorctest.isi.edu" schedul er="Condor"
j obtype="auxillary" />

<!-- enabl e submi ssi on using HICondorc -->
<profil e namespace="pegasus" key="styl e">condorc</profil e>

<!-- specify which HTCondor collector to use.
If not specified defaults to renpte schedd specified in grid gateway -->
<profil e namespace="condor" key="condor_col | ector">condorc-collector.isi.edu</profile>
<profil e namespace="condor" key="shoul d_transfer_fil es">Yes</profile>
<profil e namespace="condor" key="when_to_transfer_output">ON_EXI T</profil e>
<profil e namespace="env" key="PEGASUS HOVE" >/usr</profile>
<profil e namespace="condor" key="universe">vanilla</profile>

</site>

</ sitecatal og>

To enable PegasusLite in HTCondorlO mode, users should set the following in their properties

# pegasus properties
pegasus. dat a. confi guration condorio
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Cloud (Amazon EC2/S3, Google Cloud, ...)

Figure 7.2. Cloud Sample Site L ayout
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This figure shows a sample environment for executing Pegasus across multiple clouds. At this point, it is up to the
user to provision the remote resources with a proper VM image that includes a HTCondor worker that is configured
to report back to a HT Condor master, which can be located inside one of the clouds, or outside the cloud.

The submit host isthe point where a user submits Pegasus workflows for execution. Thissite typically runsaHTCon-
dor collector to gather resource announcements, or is part of alarger HTCondor pool that collects these announce-
ments. HT Condor makes the remote resources available to the submit host's HT Condor installation.

The figure above shows the way Pegasus WMS is deployed in cloud computing resources, ignoring how these re-
sources were provisioned. The provisioning request shows multiple resources per provisioning request.

Theinitial stage-in and final stage-out of application datainto and out of the node set is part of any Pegasus-planned
workflow. Several configuration options exist in Pegasusto deal with the dynamics of push and pull of data, and when
to stage data. In many use-cases, some form of external access to or from the shared file system that is visible to the
application workflow is required to facilitate successful data staging. However, Pegasus is prepared to deal with a
set of boundary cases.

The dataserver in thefigureis shown at the submit host. Thisis not astrict requirement. The data server for consumed
data and data products may both be different and external to the submit host, or one of the object storage solution
offered by the cloud providers
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Once resources begin appearing in the pool managed by the submit machine's HTCondor collector, the application
workflow can be submitted to HTCondor. A HTCondor DAGMan will manage the application workflow execution.
Pegasus run-time tools obtain timing-, performance and provenance information as the application workflow is exe-
cuted. At this point, it isthe user's responsibility to de-provision the allocated resources.

In the figure, the cloud resources on the right side are assumed to have uninhibited outside connectivity. This enables
the HT Condor 1/0 to communicate with the resources. The right side includes a setup where the worker nodes use all
private IP, but have out-going connectivity and a NAT router to talk to the internet. The Condor connection broker
(CCB) facilitates this setup almost effortlessly.

The left side shows a more difficult setup where the connectivity is fully firewalled without any connectivity except
to in-site nodes. In this case, a proxy server process, the generic connection broker (GCB), needs to be set up in the
DMZ of the cloud site to facilitate HT Condor /O between the submit host and worker nodes.

If the cloud supports data storage servers, Pegasus is starting to support workflows that require staging in two steps:
Consumed dataisfirst staged to adata server in the remote site's DM Z, and then a second staging task moves the data
from the data server to the worker node where the job runs. For staging out, data needs to be first staged from the
job'sworker node to the site's data server, and possibly from there to another data server externa to the site. Pegasus
is capable to plan both steps: Normal staging to the site's data server, and the worker-node staging from and to the
site's data server as part of the job.

Amazon EC2

There are many different waysto set up an execution environment in Amazon EC2. The easiest way isto use a submit
machine outside the cloud, and to provision several worker nodes and afile server node in the cloud as shown here:

Figure 7.3. Amazon EC2

Condor

Submit Host

Condor
startd

Worker

Condor
startd

Worker

File Server

Amazon Elastic Compute Cloud (EC2)

The submit machine runs Pegasus and a HT Condor master (collector, schedd, negotiator). The workersrun aHTCon-
dor startd. And the file server node exports an NFS file system. The startd on the workers is configured to connect to
the master running outside the cloud, and the workers al so mount the NFS file system. More information on setting up
HTCondor for thisenvironment can befound at http://www.isi.edu/~gideon/condor-ec2 [ http://www.isi .edu/~gideon/
condor-ec2/].

The site catalog entry for this configuration is similar to what you would create for running on alocal Condor pool
with a shared file system.
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Google Cloud Platform

Using the Google Cloud Platform is just like any other cloud platform. Y ou can choose to host the central manager /
submit host inside the cloud or outside. The compute VMs will have HTCondor installed and configured to join the
pool managed by the central manager.

Google Storage is supported using gsutil. First, create a .boto file by running:

gsutil config

Then, use a site catalog which specifies which .boto file to use. You can then use gs:// URLs in your workflow.
Example:

<?xm version="1.0" encodi ng="UTF-8"?>
<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
xsi : schemaLocati on="http://pegasus.i si.edu/ schena/sitecatal og
http://pegasus.isi.edu/ schema/sc-4.0.xsd" version="4.0">

<site handle="local" arch="x86_64" os="LINUX">
<directory type="shared-scratch" path="/tnp">
<file-server operation="all" url="file:///tm"/>
</directory>
<profil e namespace="env" key="PATH'>/opt/gsutil:/usr/bin:/bin</profile>

</site>

<l-- conpute site -->
<site handl e="condorpool " arch="x86_86" os="LI NUX">
<profil e namespace="pegasus" key="style" >condor</profile>
<profil e namespace="condor" key="universe" >vanilla</profile>
</site>

<l-- storage sites have to be in the site catalog, just liek a conpute site -->
<site handl e="googl e_storage" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/ny-bucket/scratch">
<file-server operation="all" url="gs://ny-bucket/scratch"/>
</directory>
<directory type="l ocal -storage" path="/ny-bucket/outputs">
<file-server operation="all" url="gs://ny-bucket/outputs"/>
</directory>
<profil e namespace="pegasus" key="BOTO _CONFI G'>/ hone/ myuser/. boto</profil e>
</site>

</ sitecatal og>

Remote Cluster using PyGlidein

Glideins (HT Condor pilot jobs) provide an efficient solution for high-throughput workflows. The glideins are submit-
ted to the remote cluster scheduler, and once started up, makes it appear like your HTCondor pool extends into the
remote cluster. HT Condor can then schedule the jobs to the remote compute node in the same way it would schedule
jobsto local compute nodes.

Some infrastructures, such as Open Science Grid, provide infrastructure level glidein solutions, such as GlideinWMS.
Another solution is BOSCO. For some more custom setups, pyglidein [https://github.com/WIPA Crepo/pyglidein]
from the IceCube [http://icecube.wisc.edu/] project provides a nice framework. The architecture consists on a server
on the submit host, which job it is to determining the demand. On the remote resource, the client can be invoked
for example via cron, and submits directly to HTCondor, SLURM and PBS schedulers. This makes pyglidein very
flexible and works well for exampleif the resource requires two-factor authentication.
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Figure 7.4. pyglidein overview
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To get started with pyglidein, check out a copy of the Git repository on both your submit host as well as the clus-
ter you want to glidein to. Starting with the submit host, first make sure you have HTCondor configured for PASS-
WORD [http://research.cs.wisc.edu/htcondor/manual/current/3_8Security.html#SECTION00483400000000000000]
authentication. Make a copy of the HTCondor pool password file. You will need it on the cluster, and it is a binary
file, so make sure you cp instead of a copy-and-paste of the file contents. To get the server started:

./ server.py --port 11001

By default, the pyglidein server will use all jobs in the system to determine if glideins are needed. If you want user
jobs to explicitly let us know they want glideins, you can pass a constraint for the server to use. For example, jobs
could have the + WantStampede2 = True attribute, and then we could start the server with:

./server.py --port 11001 --constraint "'Want Stanpede2 == True'"

One the server isrunning, you can check status by pointing aweb browser to it.

Next step is to create a glidein.tar.gz file containing the HT Condor binaries, our pool password file, and a modified
job wrapper script. This can be accomplished by building HTCondor with the create_glidein_tarball.py script, but
first we need to modify glidein_template/. Start by copying your pool password file over the existing passwdfile file.

Edit user_job_wrapper.sh. We don't need most of it, so edit it to read:

#!/ bi n/ bash

# This script is started just before the user job
# 1t is referenced by the USER JOB WRAPPER

export HOVE=$PWD
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# fix PATH and LD LI BRARY_PATH

export PATH=$PATH. /usr/bin:/bin

export LD LI BRARY_PATH=$LD LI BRARY_PATH: /usr/local/lib64:/usr/local/lib:/usr/lib64:/usr/lib:/usr/
i b/ x86_64-1inux-gnu:/1ib64:/1ib:/1ibl/x86_64-1inux-gnu

GLI DEI N_DI R=$GLI DEI N_LOCAL_TMP_DI R
if [ ! -d $GIDEINDIR]; then
GLI DEI N_DI R=$PWD
fi
JOB_VRAPPER="${ GLI DEI N_DI R}/ j ob_wr apper . sh"

# fall through to next/default job w apper
if [ ! -e $JOB_WRAPPER ]; then
exec "$@
el se
exec ${JOB_WRAPPER} "$@
fi

Create the glidein.tar.gz by running:

python create_glidein_tarball.py

Once you have the glidein.tar.gz file, copy it to the Git checkout you have on the remote cluster. Then move over
therefor the remaining steps. Create a configuration filefor your glidein under configs/. Hereisan examplefor TACC
Stampede2:

[ Mode]
debug = True
[Gidein]

address = http://workflow isi.edu:11001/j sonrpc
site = TACC St anpede2
tarbal |l = /honmel/ 00384/ rynge/ git/pyglidein/glidein.tar.gz

[C uster]

user = rynge

os = RHEL7

schedul er = slurm
submi t _command = sbatch
wal l'tinme_hrs = 48
max_total _jobs = 10
max_idle_jobs = 1
limt_per_submt =1

gpu_only = Fal se

whol e_node = True

whol e_node_cpus = 1

whol e_node_nenory = 96000

whol e_node_di sk = 30000

whol e_node_gpus = 0

group_j obs = Fal se

partition = normal

running_cnd = squeue -u $USER -t RUNNING -p normal -h | we -|
idle_cnd = squeue -u $USER -t PENDING -p normal -h | we -|

[ SubnitFile]

filename = submit.slurm

local _dir = /tnp/ $SLURM JOB_I D

cust om header = #SBATCH - A TG ABC00001
cvnfs_job_wapper = Fal se

[ Cust onEnv]
CLUSTER = wor kfl ow. i si.edu

This configuration will obviously look different for different clusters. configs/ has a bunch of example configs, but
afew thingsto note:

* addressisthelocation of the server we started earlier

« tarball isthefull path to our custom glidein.tar.gz file we created above.
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¢ CLUSTER is the location of your HTCondor central manager. In many cases this is the same host you started
the server on. Please note that if you do not set this variable, the glideins will try to register into the IceCube
infrastructure.

At this point we can try our first glidein:
./client.py --config=$HOWE/ git/pyglidein/configs/stanpede2.config

Once we have a seen a successful glidein, we can add the client to the crontab:

# m h domnon dow conmand
*/10 * * * * (cd ~/git/pyglidein/ & ./client.py --config=$HOVE/ git/pyglidein/configs/
st anpede2. confi g) >~/cron-pyglidein.log 2>&1

With this setup, glideinswill now appear automatically based on the demand in the local HTCondor queue.

Remote Cluster using Globus GRAM

Figure 7.5. Grid Sample Site L ayout
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A generic grid environment shown in thefigure above. Wewill work from theleft to theright top, then theright bottom.

On the left side, you have a submit machine where Pegasus runs, HTCondor schedules jobs, and workflows are
executed. Wecall it the submit host (SH), though itsfunctionality can be assumed by avirtual machineimage. In order
to properly communicate over secured channels, it isimportant that the submit machine has a proper notion of time,
i.e. runsan NTP daemon to keep accurate time. To be able to connect to remote clusters and receive connections from
the remote clusters, the submit host has a public | P address to facilitate this communication.
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In order to send ajob request to theremote cluster, HT Condor wrapsthejob into Globus callsviaHTCondor-G. Globus
uses GRAM to manage jobs on remote sites. In terms of a software stack, Pegasus wraps the job into HTCondor.
HTCondor wrapsthejob into Globus. Globustransportsthejob to the remote site, and unwraps the Globus component,
sending it to the remote site's resource manager (RM).

To be able to communicate using the Globus security infrastructure (GSl), the submit machine needs to have the
certificate authority (CA) certificates configured, requires a host certificate in certain circumstances, and the user a
user certificate that is enabled on the remote site. On the remote end, the remote gatekeeper node requires a host
certificate, all signing CA certificate chains and policy files, and a goot time source.

In a grid environment, there are one or more clusters accessible via grid middleware like the Globus Toolkit [http://
www.globus.org/]. In case of Globus, there isthe Globus gatekeeper listening on TCP port 2119 of the remote cluster.
The port is opened to a single machine called head node (HN).The head-node is typically located in a de-militarized
zone (DMZ) of the firewall setup, asit requires limited outside connectivity and a public IP address so that it can be
contacted. Additionally, once the gatekeeper accepted ajob, it passesit on to ajobmanager. Often, these jobmanagers
reguire alimited port range, in the example TCP ports 40000-41000, to call back to the submit machine.

For the user to be able to run jobs on the remote site, the user must have some form of an account on the remtoe site.
The user's grid identity is passed from the submit host. An entity called grid mapfile on the gatekeeper maps the user's
grid identity into aremote account. While most sites do hot permit account sharing, it is possible to map multiple user
certificates to the same account.

The gatekeeper is the interface through which jobs are submitted to the remote cluster's resource manager. A resource
manager is a scheduling system like PBS, Maui, LSF, FBSNG or HTCondor that queues tasks and allocates worker
nodes. The worker nodes (WN) in the remote cluster might not have outside connectivity and often use all private IP
addresses. The Globus toolkit requires a shared filesystem to properly stage files between the head node and worker
nodes.

Note

The shared filesystem requirement is imposed by Globus. Pegasus is capable of supporting advanced site
layoutsthat do not require ashared filesystem. Please contact usfor details, should you require such a setup.

To stage data between external sitesfor the job, it is recommended to enable a GridFTP server. If ashared networked
filesystemisinvolved, the GridFTP server should be located as closeto thefile-server aspossible. The GridFTP server
requires TCP port 2811 for the control channel, and alimited port range for data channels, here as an examplethe TPC
ports from 40000 to 41000. The GridFTP server requires a host certificate, the signing CA chain and policy files, a
stabletime source, and agridmap file that maps between auser's grid identify and the user's account on theremote site.

The GridFTP server is often installed on the head node, the same as the gatekeeper, so that they can share the grid map-
file, CA certificate chains and other setups. However, for performance purposesiit is recommended that the GridFTP
server hasits own machine.

An example site catalog entry for a GRAM enabled site looks as follow in the site catalog

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handl e="Trestl es" arch="x86_64" os="LI NUX">
<grid type="gt5" contact="trestles.sdsc.edu/jobmanager-fork" schedul er="Fork"
j obtype="auxillary"/>
<grid type="gt5" contact="trestles.sdsc.edu/jobmanager-pbs" schedul er ="unknown"
j obtype="conpute"/>

<directory type="shared-scratch" path="/oasis/projects/nsf/ USERNAVE" >
<file-server operation="all" url="gsiftp://trestles-dml.sdsc. edu/ oasi s/ projects/nsf/
USERNAME" / >
</directory>

<l-- specify the path to a PEGASUS WORKER | NSTALL on the site -->
<profil e namespace="env" key="PEGASUS HOVE" >/ path/to/ PEGASUS/ | NSTALL</ profil e>
</site>

131


http://www.globus.org/
http://www.globus.org/
http://www.globus.org/

Execution Environments

</ si tecatal og>

Remote Cluster using CREAMCE

CREAM [https://wiki.italiangrid.it/twiki/bin/view/CREAM/Functional Description] is a webservices based job sub-
mission front end for remote compute clusters. It can be viewed as areplaced for Globus GRAM and ismainly popul ar
in Europe. It widely used in the Italian Grid.

In order to submit aworkflow to compute site using the CREAMCE front end, the user needs to specify the following
for the sitein their site catalog

1. pegasus profile style with value set to cream

2. grid gatewaydefined for the site with contact attribute set to CREAMCE frontend and scheduler attribute to
remote scheduler.

3. aremote queue can be optionally specified using globus profile queue with value set to queue-name

An example site catalog entry for a creamce site looks as follow in the site catalog

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handl e="creante" arch="x86" os="LI NUX">
<grid type="creant contact="https://ce01l-1cg.cr.cnaf.infn.it:8443/ce-creani servi ces/ CREAMR"
schedul er="LSF" j obtype="conpute" />
<grid type="crean contact="https://ce01l-1cg.cr.cnaf.infn.it:8443/ce-creani servi ces/ CREAMR"
schedul er="LSF" jobtype="auxillary" />

<l-- Scratch directory on the cluster -->
<directory type="shared-scratch" path="/hone/virgo034">
<file-server operation="all" url="gsiftp://ce0l-1cg.cr.cnaf.infn.it/home/virgo034"/>

</directory>

<l-- creamis the style to use for CREAMCE submits -->

<profil e namespace="pegasus" key="styl e">creanx/profil e>

<l-- the renmpote queue is picked up fromglobus profile -->
<profil e namespace="gl obus" key="queue">virgo</profile>

<l-- Staring HTCondor 8.0 additional creamattributes
can be passed by setting creamattributes -->
<profil e namespace="condor" key="cream attributes">keyl=val uel; key2=val ue2</profil e>
</site>

</ sitecatal og>

The pegasus distribution comes with creamce examplesin the examples directory. They can be used asa starting point
to configure your setup.

Tip
Usually , the CREAMCE frontends accept VOMS generated user proxies using the command voms-proxy-

init . Steps on generating a VOMS proxy are listed in the CREAM User Guide here [https://wiki.italian-
grid.it/twiki/bin/view/CREAM/UserGuide#l_1 Before_starting_get_your_use] .

Local PBS Cluster Using Glite

This section describes the configuration required for Pegasus to generate an executable workflow that uses glite to
submit to a PBS or PBS-like batch system on alocal cluster.
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Note

Glite is the old name for BLAH (or BLAHP). BLAH binaries are distributed with HTCondor as the
"batch_gahp". For historical reasons, we often usetheterm " glite", and you will see"glite" and "batch_gahp"
referencesin HTCondor, but all of them refer to the same thing, which has been renamed BLAH.

Tip
This guide covers PBS, SGE and Moab, but glite also works with other PBS-like batch systems, including
LSF, SLURM, Cobalt and others. If you need help configuring Pegasus and HT Condor to work with one

of these systems, please contact pegasus-support@isi.edu. For the sake of brevity, the text below will say
"PBS", but you should read that as"PBS or PBS-like system such as SGE, Moab, L SF, SLURM and others".

Glite needs to be able to talk directly with the batch system running on the cluster using gsub, qst at or equivalent
commands. If you can submit jobs to PBS from the workflow submit host running Pegasus and HTCondor, then the
local HTCondor can be used to submit jobs via glite (with some modifications described below). If you need to SSH
to a different cluster head node in order to submit jobs to the PBS system, then you need to use BOSCO, which is
documented in another section.

Tip
Thereisalso away to do remotejob submission viaglite evenif you cannot SSH to the PBS head node. This
might be the case, for example, if the head node requires 2-factor authentication (e.g. RSA tokens). This

approach is called the"Reverse GAHP' and you can find out more information on the GitHub page [https://
github.com/juve/rvgahp]. All it requiresis SSH from the cluster head node back to the workflow submit host.

In either case, you need to modifiy the HTCondor glite installation that will be used to submit jobsto the PBS system.
To do this, runthepegasus- conf i gur e- gl i t e command. This command will install all the required scriptsto
map Pegasus profiles to batch-system specific job attributes, and add support for Moab. Y ou may need to run it as
root depending on how you installed Condor.

In order to configure a workflow to use glite you need to create an entry in your site catalog for the PBS cluster and
set the following profiles:

1. pegasus profile style with value set to glite.
2. condor profile grid_resour ce with value set to batch pbs or batch sge or batch moab.

An example site catalog entry for alocal glite PBS site looks like this:

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemalLocati on="http://pegasus.isi.edu/ schena/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.,0">

<site handle="local" arch="x86" os="LI NUX">
<directory type="shared-scratch" path="/I|fs/shared-scratch/glite-sharedfs-exanpl e/ work">
<file-server operation="all" url="file:///1fs/local-scratch/glite-sharedfs-exanple/
wor k" />
</directory>
<directory type="l ocal -storage" path="/shared-scratch//glite-sharedfs-exanpl e/ outputs">
<file-server operation="all" url="file:///1fs/local-scratch/glite-sharedfs-exanple/
out puts"/>
</directory>
</site>

<site handl e="local - pbs" arch="x86" os="LI NUX">

<l-- the following is a shared directory shared anobngst all the nodes in the cluster -->
<directory type="shared-scratch" path="/1fs/glite-sharedfs-exanple/local - pbs/shared-
scratch">
<file-server operation="all" url="file:///1fs/glite-sharedfs-exanple/local-pbs/shared-
scratch"/>
</directory>

<profil e namespace="env" key="PEGASUS HOME">/| f s/ sof t war e/ pegasus/ pegasus- 4. 2. 0</ profil e>
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<profil e namespace="pegasus" key="style" >glite</profile>

<profil e namespace="condor" key="grid_resource">batch pbs</profile>
<profil e namespace="pegasus" key="queue">batch</profil e>
<profil e namespace="pegasus" key="runti me">30000</profil e>

</site>

</ sitecatal og>
Tip

Starting 4.2.1, in the examples directory you can find a glite shared filesystem example that you can use
to test out this configuration.

You probably don't need to know this, but Pegasus generates a +r enot e_cer equi r ement s expression for an

HTCondor glite job based on the Pegasus profiles associated with the job. This expression is passed to glite and used

by the* | ocal _submit_attributes. sh scriptsinstaled by pegasus- confi gure-glite togenerate

the correct batch submit script. An example +r endt e_cer equi r enent s classad expression in the HTCondor

submit file looks like this:

+renot e_cerequi rements = JOBNAME=="preprocessj 1" && PASSENvV==1 && WALLTI ME=="01: 00: 00" && \
EXTRA_ARGUVENTS=="-N testjob -1 walltine=01:23:45 -1 nodes=2" && \

MYENV=="CONDOR_JOBI D=$( cl ust er) . $( process), PEGASUS_DAG JOB_| D=pr eprocess_j 1, PEGASUS HOVE=/
usr, PEGASUS_WF_UUl D=aael4bc4- b2d1- 4189- 89ca- ccd99e30464f "

The job name and environment variables are automatically passed through to the remote job.

The following sections document the mapping of Pegasus profiles to batch system job requirements as implemented
by Pegasus, HTCondor, and glite.

Setting job requirements
The job requirements are constructed based on the following profiles:

Table7.1. Mapping of Pegasus Profilesto Job Requirements

ProfileKey Keyin+re- |PBS Parame-|SGE Parame-|Moab Para-|Cobalt Para-|Description

mote_cerequirerter ter meter meter
ments
pegasus.cores | CORES n/‘a -pe ompi n/‘a --proccount Pegasus  us
cores es cores to

caculate -
ther nodes or
ppn. If cores
and ppn are
specified, then
nodes is com-
puted. If cores
and nodes is
specified, then
ppn is com-
puted. If both
nodes and ppn
are specified,
then coresisig-
nored. The re-
sulting values
for nodes and
ppn are used to
set the job re-
quirements for
PBSand Moab.
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ProfileKey

Keyin +re-
mote_cerequir €
ments

PBS Parame-
ter

SGE Parame-
ter

Moab Para-
meter

Cobalt
meter

Para-

Description

If neither nodes
nor ppn is
specified, then
no reguire-
ments are set
in the PBS
or Moab sub-
mit script. For
SGE, how
the processes
are distributed
over nodes de-
pends on how
the parallel en-
vironment has
been  config-
ured; it is set
to'ompi' by de-
fault.

pegasus.nodes

NODES

-I nodes

n/a

-I nodes

-n nodes

This specifies
the number of
nodes that the
job should use.
Thisisnot used
for SGE.

pegasus.ppn

PROCS

-l ppn

n/a

-l ppn

--mode c[ppn]

This specifies
the number of
processors per
node that the
job should use.
Thisisnot used
for SGE.

pegasus.run-
time

WALLTIME

-I walltime

-l h_rt

-I walltime

-t walltime

This specifies
the maximum
runtime for the
job in  sec-
onds. It should
be an inte
ger value. Pe
gasus converts
it to the "hh:m-
m:ss' format
required by the
batch system.
The value is
rounded up to
the next whole
minute.

pegasus.mem-
ory

PER_PRO-
CESS MEM-
ORY

-| pmem

-l h_vmem

-| pmem

n/a

This Speci-
fies the max-
imum amount
of physical
memory  used
by any process
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ProfileKey

Keyin +re-
mote_cerequir €
ments

PBS Parame-
ter

SGE Parame-
ter

Moab Para-
meter

Cobalt
meter

Para-

Description

in the job.
For example, if
the job runs
four processes
and each re
quires up to
2 GB (giga
bytes) of mem-
ory, then this
value should
be st to
"2gb" for PBS
and Moab, and
"2G" for SGE.
The corre-
sponding PBS
directivewould
be "#PBS -l
pmem=2gb".

pegear
sus.project

PROJECT

-A
project_name

n/a

-A
project_name

-A
project_name

Causes the
job time to
be charged to
or associated
with a partic-
ular project/ac-
count. This is
not used for
SGE.

pegasus.queue

n‘a

This specifies
the queue for
the job. This
profiledoes not
have a corre-
sponding val-
ue in +re-
not e_cer equ
ments. In-
stead, Pega
sus sets the
bat ch_queue
key in the Con-
dor submit file,
which gLite/
blahp translates
into the ap-
propriate batch
system require-
ment.

globus.to-
talmemory

TO-
TAL_MEMO-
RY

-l mem

n/a

-l mem

n/a

The total mem-
ory that your
job requires. It
is usually bet-
ter to just spec-
ify the pega

sus.memory
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ProfileKey

Keyin +re-
mote_cerequir €
ments

PBS Parame-
ter

SGE Parame-
ter

Moab Para-
meter

Cobalt
meter

Para-

Description

profile. This is
not mapped for
SGE.

pegear
sus.glite.argu-
ments

EXTRA_AR-
GUMENTS

prefixed
"#PBS'

by

prefixed by

"H#?

prefixed
"#MSUB"

by

n/a

This specifies
the extra ar-
guments  that
must appear in
the generated
submit  script
for a job.
The vaue of
this profile is
added to the
submit  script
prefixed by
the batch sys-
tem-specific
value. These
requirements
override  any
requirements
specified using
other profiles.
This is useful
when you want
to pass through
specia options
to the underly-
ing batch sys-
tem. For exam-
ple, ontheUSC
cluster we use
resource prop-
erties to speci-
fy the network
type. If you
want to use the
Myrinet  net-
work, you must
specify some-
thing like "-
| nodes=8:pp-
n=2:myri". For
infiniband, you
would use
something like
"l
nodes=8:pp-
n=2:1B". Inthat
case, both the
nodes and ppn
profiles would
be effectively
ignored.

137




Execution Environments

Tip
The above key mappings for PBS and SGE are supported in Pegasus 4.6.0 or later. The Moab mappings
are supported in Pegasus 4.6.1 and later.

Specifying a remote directory for the job

gLite/blahp doesnot follow ther enpt e_i nitial dir oriniti al di r classad directives. Therefore, all the jobs
that havethegl i t e style applied don't have a remote directory specified in the submit script. Instead, Pegasus uses
Kickstart to change to the working directory when the job is launched on the remote system.

SDSC Comet with BOSCO glideins

BOSCO documentation: https://twiki.opensciencegrid.org/bin/view/CampusGridsBoSCO

BOSCO is part of the HTCondor system which allows you to set up a personal pool of resources brought in from a
remote cluster. In this section, we describe how to use BOSCO to run glideins (pilot jobs) dynamically on the SDSC
Comet cluster. The glideins are submitted based on the demand of the user jobs in the pool.

Asyour regular user, on the host you want to use as a workflow submit host, download the latest version of HTCon-
dor from the HTCondor Download page [https://research.cs.wisc.edu/htcondor/downloads/>]. At this point the latest
version was 8.5.2 and we downloaded condor-8.5.2-x86_64 RedHat6-stripped.tar.gz. Untar, and run the installer:

$ tar xzf condor-8.5.2-x86_64_RedHat 6-stripped.tar. gz
$ cd condor-8.5.2-x86_64_RedHat 6-stri pped
$ ./bosco_install

Created a script you can source to setup your Condor environment
vari abl es. This conmmand nust be run each tine you log in or may
be placed in your login scripts:

sour ce / hone/ $USER/ bosco/ bosco_set env

Source the setup file asinstructed, run bosco_start, and then test that condor_q and condor_status works.

$ source /hone/ $USER/ bosco/ bosco_set env
$ condor _g

- Schedd: workflow iu.xsede.org : 127.0.0.1:110007?...
1D OWNER SUBM TTED RUN_TI ME ST PRI SIZE CMVMD

0 jobs; O conpleted, O renmoved, 0 idle, O running, O held, O suspended
$ condor _st atus

Let'stell BOSCO about our SDSC Comet account:

$ bosco_cluster -a YOUR _SDSC_USERNAVE@onet - | n2. sdsc. edu pbs

BOSCO needsalittlebit moreinformation to be ableto submit the glideinsto Comet. Log in to your Comet account via
ssh (important - this step has to take place on Comet) and create the ~/bosco/glite/bin/pbs_local_submit_attributes.sh
file with the following content. You can find your allocation by running show_accounts and looking at the project
column.

echo "#PBS -q conpute”

echo "#PBS -1 nodes=1: ppn=24"

echo "#PBS -1 walltine=24:00: 00"

echo "#PBS - A [ YOUR_COVET_ALLOCATI ON] "

Also chmod thefile:
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$ chnod 755 ~/ bosco/ glite/bin/pbs_|local _submt_attributes.sh

Log out of Comet, and get back into the host and user BOSCO was installed into. We also need to edit afew files
on that host. ~/bosco/libexec/campus_factory/share/glidein_jobs/glidein_wrapper.sh has a bug in some versions of
HTCondor. Open up the file and make sure the eval line in the beginning is below the unset/export HOME section.
If that is not the case, edit the fileto look like:

#!'/ bi n/ sh
starting_dir="$( cd "$( dirname "${BASH SOCURCE[O0]}" )" && pwd )"

# BLAHP does weird things with hone directory
unset HOVE
export HOVE

eval campus_factory_dir=$_canpusfact ory_CAMPUSFACTORY_LCOCATI ON

If the order of the HOME and eval statements are reversed in your file, change them to ook like the above. At the end
of ~/boscollibexec/campus_factory/share/glidein_jobs/glidein_condor_config add:

# dynam c slots

SLOT_TYPE_1 = cpus=100% di sk=100% swap=100%
SLOT_TYPE_1_PARTI TI ONABLE = TRUE

NUM_SLOTS = 1

NUM SLOTS TYPE 1 = 1

In the file ~/bosco/libexec/campus_factory/share/glidein_jobs/job.submit.template find the line reading:

_condor _NUM CPUS=1; \

Y ou should now have a functioning BOSCO setup. Submit a Pegasus workflow.

Remote PBS Cluster using BOSCO and SSH

BOSCO [http://bosco.opensciencegrid.org/about/] enables HTCondor to submit jobs to remote PBS clusters using
SSH. This section describes how to specify a site catalog entry for a site that has been configured for BOSCO job
submissions.

First, the site needs to be setup for BOSCO according to the BOSCO documentation [https://twiki.openscience-
grid.org/bin/view/CampusGrids/BoSCO]. BOSCO uses glite to submit jobs to the PBS scheduler on the remote clus-
ter. Y ouwill also need to configurethe gliteinstalled for BOSCO on the remote system according to the documentation
in the glite section in order for the mapping of Pegasus profiles to PBS job requirements to work. In particular, you
will needtoinstall thepbs_| ocal _submit _attri butes. shandsge_ | ocal _subnit_attributes. sh
scriptsin the correct placein the glite bi n directory on the remote cluster, usually in the directory ~/bosco/glite/bin/ .

Second, to tag a site for SSH submission, the following profiles need to be specified for the site in the site catal og:
1. pegasus profile style with value set to ssh

2. Specify the service information as grid gateways. This should match what BOSCO provided when the cluster was
set up.

An example site catalog entry for aBOSCO site looks like this:

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handl e="USC_HPCC Bosco" arch="x86_64" os="LI NUX">
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<l-- Specify the service information. This should nmatch what Bosco provi ded when the cluster
was set up. -->

<grid type="batch" contact="vahi @pc-pegasus. usc. edu” schedul er="PBS" j obtype="conpute"/>

<grid type="batch" contact="vahi @pc-pegasus. usc. edu” schedul er="PBS" jobtype="auxillary"/>

<l-- Scratch directory on the cluster -->
<directory type="shared-scratch" path="/hone/rcf-40/vahi/tnmp">
<file-server operation="all" url="scp://vahi @pc-pegasus. usc. edu/ home/rcf-40/vahi/tmp"/>

</directory>

<l-- SSHis the style to use for Bosco SSH submits -->
<profil e namespace="pegasus" key="styl e">ssh</profil e>

<!-- works around bug in the HTCondor GAHP, that does not
set the renote directory -->
<profil e namespace="pegasus" key="change. dir">true</profile>
<l-- Job requirenments shoul d be specified using Pegasus profiles -->
<profil e namespace="pegasus" key="queue">defaul t</profil e>
<profil e namespace="pegasus" key="runtinme">30</profil e>

</site>

</ sitecatal og>

Note

Itisrecommended to have a submit node configured either asaBOSCO submit node or avanillaHTCondor
node. Y ou cannot have HT Condor configured both asa BOSCO install and atraditional HTCondor submit
node at the same time as BOSCO will override the traditional HTCondor pool in the user environment.

There is a bosco-shared-fs example in the examples directory of the distribution.

Job Requirements for the jobs can be set using the same profiles aslisted here.

Campus Cluster

There are almost as many different configurations of campus clusters as there are campus clusters, and because of that
it can be hard to determine what the best way to run Pegasus workflows. Below is aordered checklist with some ideas
we have collected from working with usersin the past:

1. If the cluster scheduler is HTCondor, please see the HT Condor Pool section.

2. If the cluster is Globus GRAM enabled, see the Globus GRAM section. If you have have alot of short jobs, also
read the Glidein section.

3. For clusters without GRAM, you might be able to do glideins. If outbound network connectivity is allowed, your
submit host can be anywhere. If the cluster is setup to not allow any network connections to the outside, you will
probably have to run the submit host inside the cluster as well.

If the cluster you are trying to use is not fitting any of the above scenarios, please post to the Pegasus users mailing
list [http://pegasus.isi.edu/support] and we will help you find a solution.

XSEDE

The Extreme Science and Engineering Discovery Environment (XSEDE) [https.//www.xsede.org/] provides a set of
High Performance Computing (HPC) and High Throughput Computing (HTC) resources.

For the HPC resources, it is recommended to run using Globus GRAM or glideins. Most of these resources have
fast parallel file systesm, so running with sharedfs data staging is recommended. Below is example site catalog and
pegasusrc to run on SDSC Trestles [http://www.sdsc.edu/us/resources/trestles/] :
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<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handle="local" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/tnp/wf/work">
<file-server operation="all" url="file:///tmp/wf/work"/>
</directory>
<directory type="l ocal -storage" path="/tnp/w/storage">
<file-server operation="all" url="file:///tnp/wf/storage"/>
</directory>
</site>

<site handl e="Trestl es" arch="x86_64" os="LI NUX">
<grid type="gt5" contact="trestles.sdsc. edu: 2119/ j obmanager - f ork" schedul er =" PBS"
j obtype="auxillary"/>
<grid type="gt5" contact="trestles.sdsc. edu: 2119/j obnmanager - pbs" schedul er =" PBS"
j obtype="conpute"/>
<directory type="shared-scratch" path="/phasel/ USERNAME" >
<file-server operation="all" url="gsiftp://trestles-dnml.sdsc. edu/ phasel/ USERNAME"/ >
</directory>
</site>

</ sitecatal og>

pegasusrc:

pegasus. cat al og. repl i ca=Si npl eFi |l e
pegasus. catal og.replica.file=rc

pegasus. catal og.site.file=sites.xnl

pegasus. cat al og. t r ansf or mat i on=Text
pegasus. catal og.transformation.file=tc

pegasus. data. configuration = sharedfs
# Pegasus might not be installed, or be of a different version

# so stage the worker package
pegasus. transfer. wor ker. package = true

The HTC resources available on XSEDE are all HTCondor based, so standard HT Condor Pool setup will work fine.

If you need to run high throughput workloads on the HPC machines (for example, post processing after alarge parallel
job), glideins can be useful asit is amore efficient method for small jobs on these systems.

Open Science Grid Using glideinWMS

glideinWMSS [ http://www.uscms.org/SoftwareComputing/Grid/ WM S/glideinWMS/] is a glidein system widely used
on Open Science Grid. Running on top of glideinWMSis like running on a Condor Pool without a shared filesystem.
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Chapter 8. Containers

Overview

Application containers provides a solution to package software with complex dependencies to be used during work-
flow execution. Starting with Pegasus 4.8.0, Pegasus has support for application containersin the non-shared filesys-
tem or condorio data configurations using PegasusL ite. Users can specify with their transformations in the Transfor-
mation Catalog the container in which the the transformation should be executed. Pegasus currently has support for
the following container technologies:

1. Docker
2. Singularity

Theworker packageisnot required to be pre-installed inimages. If amatching worker packageisnot installed, Pegasus
will try to determine which package is required and download it.

Configuring Workflows To Use Containers

Containers currently can only be specified in the Transformation Catalog. Users have the option of either using a
different container for each executable or same container for all executables. In the case, where you wants to use a
container that does not have your executable pre-installed, you can mark the executable as STAGEABLE and Pegasus
will stage the executable into the container, as part of executable staging.

The DAX API extensions don't support references for containers.

Containerized Applications in the Transformation Catalog

Users can specify what container they want to use for running their application in the Transformation Catalog using
the multi line text based format described in this section. Users can specify an optional attribute named container that
refers to the container to be used for the application.

tr exanple::keg:1.0 {

#specify profiles that apply for all the sites for the transfornmation
#in each site entry the profile can be overriden

profile env "APP_HOME" "/tnp/ nyscratch”
profile env "JAVA HOME" "/opt/javall.6"

site isi {
# environment to be set when the job is run in the container
# overrides env profiles specified in the container
profile env "HELLo" "WORLD'
profile env "JAVA HOME" "/bin/java.1.6"

profile condor "FOO' "bar"

pfn "/ path/tol keg
arch "x86"

os "linux"

osrel ease "fc"
osversion "4"

# I NSTALLED neans pfn refers to path in the container.
# STAGEABLE neans the executable can be staged into the container
type "I NSTALLED'

#optional attribute to specify the container to use
cont ai ner "centos- pegasus"
}
}

cont cent os-pegasus{
# can be either docker or singularity
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}

type "docker"

# URL to inmmge in a docker|singularity hub OR
# URL to an existing docker inmage exported as a tar file or singularity inage
i mage "docker:///rynge/ nontage: | atest"

# optional site attribute to tell pegasus which site tar file
# exists. useful for handling file URL's correctly
image_site "optional site"

# environnent to be set when the job is run in the container
# only env profiles are supported
profile env "JAVA HOVE' "/opt/javal/l.6"

The container itself is defined using the cont entry. Multiple transformations can refer to the same container.

1

2.

cont cont - A container identifier.

image - URL to image in a docker|singularity hub or URL to an existing docker image exported as a tar file or
singularity image. Example of a docker hub URL is docker:///rynge/montage:latest, while for singularity shub://
pegasus-isi/fedora-montage

. image_site - The site identifier for the site where the container is available

. Profiles- One or many profiles can be attached to atransformation for all sites or to atransformation on aparticul ar

site. For containers, only env profiles are supported.

Note

Containerized Applications can only be specified in the transformation catalog, not viathe DAX API.

Container Execution Model

User's containerized applications are launched as part of PegasusL ite jobs. PegasusL ite job when starting on aremote

worker node.

1. Setsup adirectory to run auser job in.

2. Pullsin al the relevant input data, executables and the container image to that directory

3. Optionally, loads the container from the container image file and sets up the user to run as in the container (only
applicable for Docker containers)

4. Mountsthejob directory into the container as/scratch for Docker containers, whileas/srv for Singularity containers.

5. Container will run a job specific script that figures out the appropriate Pegasus worker to use in the container
if not already installed, and sets up the job environment to use it, before launching the user application using
pegasus-kickstart.

6. Optionally, shuts down the container (only applicable for Docker containers)

7. Ships out the output data to the staging site

8. Cleans up the directory on the worker node.

The above model, alows for al credential handling required for data transfers to be handled outside the container
within the PegasusL ite job.

Staging of Application Containers

Pegasus treats containers as other files in terms of data management. Container to be used for ajob is tracked as an
input dependency that needs to be staged if it is not already there. Similar to executables, you specify the location for
your container imagein the Transformation Catal og. Y ou can specify the source URL'sfor containers asthefollowing.
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1. URL to acontainer hosted on a central hub repository

Example of a docker hub URL is docker:///rynge/montage:latest, while for singularity shub://pegasus-isi/fedo-
ra-montage

2. URL to acontainer image file on afile server.

» Docker - Docker supports loading of containers from atar file, Hence, containers images can only be specified
astar files and the extension for the filename is not important.

¢ Singularity - Singularity supports container imagesin various forms and relies on the extension in the filename
to determinewhat format thefileisin. Pegasus supportsthe following extensionsfor singularity container images

e .img

o tar

o tar.gz
o .tar.bz2
e .cpio

e .cpio.gz

Singularity will fail to run the container if you don't specify the right extension , when specify the source URL
for theimage.

In both the cases, Pegasus will place the container image on the staging site used for the workflow, as part of the data
stage-in nodes, using pegasus-transfer. When pulling in an image from a container hub repository, pegasus-transfer
will export the container as atar file in case of Docker, and as .img file in case of Singularity

Symlinking

Since, Pegasus only mounts the job directory determined by PegasusL ite into the application container, symlinking
of input data sets does not work. This is because the symlink in PegasusL ite directory points to a source directory on
the worker node, that is not mounted in the container. Hence user's jobs would fail. Hence, Pegasus will automatically
disable symlinking for jobsthat use containers. The only exception being the application container itself. If you specify
aURL for the container image, the image will be symlinked if Pegasus determinesthat it can be.

Enabling symlinking of containersis useful, when running large workflows on a single cluster. Pegasus can pull the
image from the container repository once, and place it on the shared filesystem where it can then be symlinked from,
when the PegasusL ite jobs start on the worker nodes of that cluster. In order to do this, you need to be running the
nonsharedfs data configuration mode with the staging site set to be the same as the compute site.

Container Example - Montage Workflow

Montage Using Containers

This section contains an example of areal workflow running inside Singularity containers. The applicationis Montage
[http://montage.ipac.caltech.edu/] using the montage-v2 workflow [https://github.com/pegasus-isi/montage-work-
flow-v2]. Be aware that this workflow can be fairly data intensive, and when running with containers in condorio or
nonsharedfs data management modes, the data staging of the application data and the container image to each job can
result in anon-trivial amount of network traffic.

The software dependencies consists of the Montage software stack, and AstroPy. These are installed into the image
(see the Singularity file in the GitHub repository). The image has been made available in Singularity Hub [https:/
singularity-hub.org/].

Now that we have an image, the next step is to check out the workflow from GitHub, and use it to create an abstract
workflow description, a transformation catalog and a replica catalog. The montage-wor kflow.py command create all
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this for us, but the command itself requires Montage to look up input data for the specified location in the sky. The
provide the environment, run this command inside the same Singularity image. For example:

singularity exec \
--bind $PWD: /srv --workdir /srv \
shub: // pegasus-i si / nont age- wor kf | ow v2 \
/ srv/ nont age- wor kf | ow. py \
--tc-target container \
--center "56.7 24.00" \
--degrees 2.0 \
--band dss: DSS2B: bl ue \
--band dss: DSS2R: green \
--band dss: DSS2I R red

The command executes adatafind for the 3 specified bands, 2.0 degrees around the location 56.7 24.00, and generates
aworkflow to combine the images into a single image. One extraflag is provided to et the command know we want
to execute the workflow inside containers: --tc-target container. The result is atransformation catalog in data/tc.txt

, with starts with:

cont nontage {
type "singularity"”
i mage "shub://pegasus-i si/ nontage-workfl ow v2"
profile env "MONTAGE _HOVE" "/opt/Montage"

}

tr mMDiffFit {
site condor_pool {
type "I NSTALLED'
cont ai ner "nont age"
pfn "file:///opt/Mntage/bin/mDiffFit"
profile pegasus "clusters.size" "5"
}
}

Thefirst entry describes the container, where the image can be found (Singularity Hub in this example), and a special
environment variable we want to be set for the jobs.

The second entry, of which there are many more similar ones in the file, describes the application. Note how it refers
back to the "montage" container, specifying that we want the job to be wrapped in the container.

In the data/ directory. we can aso find the abstract workflow (montage.dax), and replica catalog (rc.dax). Note that
this are the same as if the workflow was running in a non-container environment. To plan the workflow:

pegasus-pl an \
--dir work \
--relative-dir “date + %' \
--dax datal/ nont age. dax \
--sites condor_pool \
--output-site local \
--cluster horizontal
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These examples are included in the Pegasus distribution and can be found under shar e/ pegasus/ exanpl es in
your Pegasusinstall (/ usr/ shar e/ pegasus/ exanpl es for native packages)

Note

These examplesareintended to be astarting point for when you want to create your own workflows and want
to see how other workflows are set up. The example workflows will probably not work in your environment
without modifications. Site and transformation catalogs contain site and user specifics such as paths to
scratch directoriesand install ed software, and at |east minor modificiationsare required to get the workflows
to plan and run.

Grid Examples

These examples assumes you have accessto a cluster with Globusinstalled. A pre-ws gatekeeper and gridftp server is
reguired. Y ou also need Globus and Pegasus installed, both on the machine you are submitting from, and the cluster.

Black Diamond

Pegasusis shipped with 3 different Black Diamond examplesfor the grid. Thisisto highlight the available DAX APIs
which are Java, Perl and Python. The examples can be found under:

shar e/ pegasus/ exanpl es/ gri d- bl ackdi anond-j ava/
shar e/ pegasus/ exanpl es/ gri d- bl ackdi amond- per |/
shar e/ pegasus/ exanpl es/ gri d- bl ackdi anond- pyt hon/

The workflow has 4 nodes, layed out in adiamond shape, with files being passed between them (f.*):

146



Example Workflows

preprocess

findrange —

The binary for the nodes is a simple "mock application" name keg ("canonical example for the grid") which reads
input files designated by arguments, writes them back onto output files, and produces on STDOUT a summary of
where and when it was run. Keg ships with Pegasus in the bin directory.

This example ships with a "submit" script which will build the replica catalog, the transformation catalog, and the
site catalog. When you create your own workflows, such a submit script is not needed if you want to maintain those
catalogs manually.

Note

Theuseof . / submi t scriptsinthese examplesare just to make it more easy to run the examples out of the
box. For a production site, the catalogs (transformation, replica, site) may or may not be static or generated
by other tooling.

To test the examples, edit the submit script and change the cluster config to the setup and install locations for your
cluster. Then run:
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$ ./submt

The workflow should now be submitted and in the output you should see a work dir location for the instance. With
that directory you can monitor the workflow with:

$ pegasus-status [workdir]
Once the workflow is done, you can make sure it was sucessful with:

$ pegasus-anal yzer -d [workdir]

NASA/IPAC Montage

This example can be found under

shar e/ pegasus/ exanpl es/ gri d- nont age/

The NASA IPAC Montage (http://montage.ipac.caltech.edu/) workflow projects'/montages a set of input images from
telescopes like Hubble and end up with images like http://montage.ipac.caltech.edu/imagessm104.jpg . The test work-
flow isfor a1 by 1 degreestile. It has about 45 input images which al have to be projected, background modeled
and adjusted to come out as one seamless image.

Just like the Black Diamond above, thisexampleusesa. / subni t script.

The Montage DAX is generated with atool called mDAG shipped with Montage which generates the workflow.

Rosetta

This example can be found under

shar e/ pegasus/ exanpl es/ gri d-rosetta/

Rosetta (http://www.rosettacommons.org/) is a high resolution protein prediction and design software. Highlightsin
this example are:

¢ Using the Pegasus Java API to generate the DAX
« The DAX generator loops over the input PDBs and creates a job for each input

« Thejobsall have adependency on aflatfile database. For simplicity, each job dependson all thefilesin the database
directory.

¢ Job clustering is turned on to make each grid job run longer and better utilize the compute cluster

Just like the Black Diamond above, thisexampleusesa. / subni t script.

Condor Examples

Black Diamond - condorio

There are a set of Condor examples available, highlighting different data staging configurations.The most basic one
is condorio, and the example can be found under:

shar e/ pegasus/ exanpl es/ condor - bl ackdi anond- condori o/

This example is using the same abstract workflow as the Black Diamond grid example above, and can be executed
either on the submit machine (universe="local") or on aloca Condor pool (universe="vanilla").

Y ou can run this example with the . / submi t script. Example:

$ . /submt
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Container Examples

Montage Using Containers

This section contains an example of areal workflow running inside Singularity containers. The application is Montage
[http://montage.ipac.caltech.edu/] using the montage-v2 workflow [https://github.com/pegasus-isi/montage-work-
flow-v2]. Be aware that this workflow can be fairly data intensive, and when running with containers in condorio or
nonsharedfs data management modes, the data staging of the application data and the container image to each job can
result in anon-trivial amount of network traffic.

The software dependencies consists of the Montage software stack, and AstroPy. These are installed into the image
(see the Singularity file in the GitHub repository). The image has been made available in Singularity Hub [https.//
singularity-hub.org/].

Now that we have an image, the next step is to check out the workflow from GitHub, and use it to create an abstract
workflow description, a transformation catalog and a replica catalog. The montage-wor kflow.py command create all
this for us, but the command itself requires Montage to look up input data for the specified location in the sky. The
provide the environment, run this command inside the same Singularity image. For example:

singularity exec \
--bind $PWD: /srv --workdir /srv \
shub: // pegasus-i si / nont age- wor kf | ow v2 \
/ srv/ nont age- wor kf | ow. py \
--tc-target container \
--center "56.7 24.00" \
--degrees 2.0 \
--band dss: DSS2B: bl ue \
--band dss: DSS2R: green \
--band dss: DSS2I R red

The command executes adatafind for the 3 specified bands, 2.0 degrees around the location 56.7 24.00, and generates
aworkflow to combine the images into a single image. One extraflag is provided to et the command know we want
to execute the workflow inside containers: --tc-target container. The result is atransformation catalog in data/tc.txt

, with starts with:

cont nontage {
type "singularity"”
i mage "shub://pegasus-i si/nont age- wor kf | ow v2"
profile env "MONTAGE_HOVE" "/ opt/Montage"

}

tr nDiffFit {
site condor_pool {
type "I NSTALLED'
cont ai ner "nontage"
pfn “file:///opt/Mntage/bin/mDiffFit"
profile pegasus "clusters.size" "5"

Thefirst entry describes the container, where the image can be found (Singularity Hub in this example), and a special
environment variable we want to be set for the jobs.

The second entry, of which there are many more similar ones in the file, describes the application. Note how it refers
back to the "montage" container, specifying that we want the job to be wrapped in the container.

In the data/ directory. we can aso find the abstract workflow (montage.dax), and replica catalog (rc.dax). Note that
this are the same as if the workflow was running in a non-container environment. To plan the workflow:

pegasus-pl an \
--dir work \
--relative-dir “date + %' \
--dax data/ nont age. dax \
--sites condor_pool \
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--output-site local \
--cluster horizontal

Local Shell Examples

Black Diamond

To aid in workflow development and debugging, Pegasus can now map aworkflow to alocal shell script. One advan-
tage is that you do not need a remote compute resource.

This example is using the same abstract workflow as the Black Diamond grid example above. The difference is that
aproperty is set in pegasusrc to force shell execution:

# tell pegasus to generate shell version of
# the workfl ow
pegasus. code. generator = Shel |

You can run this example with the. / submi t script.

Notifications Example

A new feature in Pegasus 3.1. is notifications. While the workflow is running, a monitoring tool is running side by
side to the workflow, and issues user defined notifications when certain events takes place, such as job completion or
failure. See notifications section for detailed information. A workflow example with notifications can be found under
examples/notifications. This workflow is based on the Black Diamond, with the changes being notifications added to
the DAX generator. For example, notifications are added at the workflow level:

# Create a abstract dag

di amond = ADAG "di anond")

# dax level notifications

di amond. i nvoke('all', os.getcwd() + "/ny-notify.sh")

The DAX generator also containsjob level notifications:

# job level notifications - in this case for at_end events
frr.invoke('at_end', os.getcwd() + "/ny-notify.sh")

These invoke lines specify that the my-notify.sh script will be invoked for events generated (all in the first case,
at_end in the second). The my-notify.sh script contains call outs sample notification tools shipped with Pegasus, one
for email and for Jabber/GTalk (commented out by default):

#!/ bi n/ bash

# Pegasus ships with a couple of basic notification tools. Below
# we show how to notify via enail and gtalk.

# all notifications will be sent to email
# change $USER to your full emmil addess
$PEGASUS HOVE/ | i bexec/ notification/emil -t $USER

# this sends notifications about failed jobs to gtalk.

# note that you can also set which events to trigger on in your DAX

# set jabberid to your gnmil address, and put in yout

# password

# uncomment to enable

if [ "X$PEGASUS_STATUS" != "x" -a "$PEGASUS_STATUS" != "0" ]; then

$PEGASUS_HOWVE/ | i bexec/ notification/jabber --jabberid FI XME@nuil.com\

--password FI XME \
--host tal k. googl e.com

fi

Workflow of Workflows

Galactic Plane

The Galactic Plane [http://en.wikipediaorg/wiki/Galactic_plane] workflow is a workflow of many Montage work-
flows. The output is a set of tiles which can be used in software which takes the tiles and produces a seamless image
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which can be scrolled and zoomed into. As this is more of a production workflow than an example one, it can be a
little bit harder to get running in your environment.

Highlights of the example are:

* The subworkflow DAXes are generated as jobs in the parent workflow - thisis an example on how to make more
dynamic workflows. For example, if you need ajob in your workflow to determine the number of jobsin the next
level, you can have thefirst job create a subworkflow with the right number of jobs.

« DAGMan job categories are used to limit the number of concurrant jobs in certain places. Thisis used to limit the
number of concurrant connections to the data find service, as well limit the number of concurrant subworkflows
to manage disk usage on the compute cluster.

« Job priorities are used to make sure we overlap staging and computation. Pegasus sets default priorities, which for
most jobs are fine, but the priority of the data find job is set explicitly to a higher priority.

« A specific output site is defined the the site catalog and specified with the --output option of subworkflows.

The DAX API has support for sub workflows:

renote_tile_setup = Job(nanespace="gp", nane="renote_tile_setup", version="1.0")
renote_til e_setup. addArgunent s("%05d" % (tile_id))
renote_tile_setup.addProfile(Profile("dagman", "CATEGORY", "renote_tile_setup"))
renote_til e_setup.uses(parans, |ink=Link.|NPUT, register=False)

renote_til e_setup.uses(ndagtar, |ink=Link.OUTPUT, register=Fal se, transfer=True)
uber dax. addJob(renpte_til e_setup)

subwf = DAX("9%05d.dax" % (tile_id), "1D¥®5d" % (tile_id))

subwf . addAr gunent s(" - Dpegasus. schenma. dax=%/ et c/ dax- 2. 1. xsd" 9% os. envi ron[ " PEGASUS_HOVE"] ),
"-Dpegasus. catalog.replica.file=%/rc.data" % (tile_work_dir),
"-Dpegasus. catalog.site.file=%/sites.xm" % (work_dir),
"-Dpegasus. transfer.links=true",
"--sites", cluster_nane,

"--cluster", "horizontal ",
"--basenane", "tile-9%95d" % (tile_id),

"--force",

"--output", output_nane)
subwf . addProfil e(Profil e("dagman", "CATEGORY", "subworkflow'))
subwf . uses(subdax_file, |ink=Link.|INPUT, register=False)
uber dax. addDAX( subwf )
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Replica Selection

Each job in the DAX maybe associated with input LFN's denoting the files that are required for the job to run. To
determine the physical replica (PFN) for a LFN, Pegasus queries the Replica catalog to get all the PFN's (replicas)
associated with aLFN. The Replica Catalog may return multiple PFN'sfor each of the LFN's queried. Hence, Pegasus
needs to select a single PFN amongst the various PFN's returned for each LFN. This process is known as replica
selection in Pegasus. Users can specify the replica selector to use in the propertiesfile.

This document describes the various Replica Selection Strategies in Pegasus.

Configuration

The user properties determine what replica selector Pegasus Workflow Mapper uses. The property pegasus.selec-
tor.replicais used to specify the replica selection strategy. Currently supported Replica Selection strategies are

1. Default
2. Regex

3. Restricted
4. Local

The values are case sensitive. For example the following property setting will throw a Factory Exception .

pegasus. sel ector.replica default
The correct way to specify is

pegasus. sel ector.replica Default

Supported Replica Selectors

The various Replica Selectors supported in Pegasus Workflow Mapper are explained below.

Note

Starting 4.6.0 release the Default and Regex Replica Selectorsreturn an ordered list with priorities set. pega-
sus-transfer at runtimewill failover to alternate url's specified, if ahigher priority source URL isinaccessible.

Default

Thisis the default replica selector used in the Pegasus Workflow Mapper. If the property pegasus.selector.replicais
not defined in properties, then Pegasus uses this selector.

The selector orders the various candidate replica's according to the following rules

1. validfileURL's. That is URL'sthat have the site attribute matching the site where the executabl e pegasus-transfer
is executed.

2. al URL'sfrom preferred site (usually the compute site)
3. al other remotely accessible ( non file) URL's

To usethisreplica selector set the following property
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pegasus. sel ector.replica Def aul t

Regex
This replica selector allows the user to specific regular expressions that can be used to rank various PFN's returned
from the Replica Catalog for a particular LFN. This replica selector orders the replicas based on the rank. Lower the
rank higher the preference.
The regular expressions are assigned different rank, that determine the order in which the expressions are employed.
The rank values for the regex can expressed in user properties using the property.
pegasus. sel ector. replica. regex.rank. [val ue] regex- expressi on
The [valu€] in the above property is an integer value that denotes the rank of an expression with arank value of 1
being the highest rank.
For example, auser can specify the following regex expressions that will ask Pegasus to prefer file URL's over gsiftp
url's from example.isi.edu
pegasus. sel ector.replica.regex.rank. 1 file://l.*
pegasus. sel ector. replica. regex. rank. 2 gsiftp://exanple\.isi\.edu.*
User can specify as many regex expressions as they want.
Since Pegasusisin Java, the regex expression support iswhat Java supports. It is pretty close to what is supported by
Perl. More details can be found at http://java.sun.com/j2se/1.5.0/docs/api/javalutil/regex/Pattern.html
Before applying any regular expressions on the PFN's for a particular LFN that has to be staged to a site X, the file
URL 'sthat don't match the site X are explicitly filtered out.
To use thisreplica selector set the following property
pegasus. sel ector.replica Regex

Restricted

Thisreplicaselector, allows the user to specify good sites and bad sitesfor staging in datato a particular compute site.
A good site for a compute site X, is a preferred site from which replicas should be staged to site X. If there are more
than one good sites having a particular replica, then arandom siteis selected amongst these preferred sites.

A bad site for acompute site X, isasite from which replicas should not be staged. The reason of not accessing replica
from abad site can vary from the link being down, to the user not having permissions on that site's data.

The good | bad sites are specified by the following properties

pegasus.replica.*.prefer.stagein.sites
pegasus.replica.*.ignore.stagein.sites

where the * in the property name denotes the name of the compute site. A * in the property key is taken to mean al
sites. The value to these propertiesis a comma separated list of sites.

For example the following settings

pegasus. sel ector.replica.*. prefer.stagein.sites usc
pegasus. replica.uwm prefer.stagein.sites isi,cit

meansthat prefer all replicasfrom siteusc for staging in to any compute site. However, for uwm use atighter constraint
and prefer only replicas from site isi or cit. The pool attribute associated with the PFN's tells the replica selector to
what site areplica/PFN is associated with.

The pegasus.replica* .prefer.stagein.sites property takes precedence over pegasus.replica* .ignore.stagein.sites prop-
erty i.e. if for asite X, asite Y is specified both in the ignored and the preferred set, then site Y is taken to mean as
only apreferred site for asite X.
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Local

To use this replica selector set the following property

pegasus. sel ector.replica Restricted

This replica selector always prefers replicas from the local host ( pool attribute set to local ) and that start with afile:
URL scheme. It is useful, when users want to stagein files to a remote site from the submit host using the Condor
file transfer mechanism.

To use this replica selector set the following property

pegasus. sel ector.replica Local

Data Transfers

As part of the Workflow Mapping Process, Pegasus does data management for the executable workflow . It queries
a Replica Catalog to discover the locations of the input datasets and adds data movement and registration nodes in
the workflow to

1. stage-in input data to the staging sites ( a site associated with the compute job to be used for staging. In the shared
filesystem setup, staging site is the same as the execution sites where the jobs in the workflow are executed )

2. stage-out output data generated by the workflow to the final storage site.
3. stage-in intermediate data between compute sitesiif required.
4. dataregistration nodes to catalog the locations of the output data on the final storage site into the replica catal og.

The separate datamovement jobs that are added to the executable workflow are responsible for staging datato awork-
flow specific directory accessible to the staging server on a staging site associated with the compute sites. Depending
on the data staging configuration, the staging site for a compute site is the compute site itself. In the default case,
the staging server is usually on the headnode of the compute site and has access to the shared filesystem between the
worker nodes and the head node. Pegasus adds a directory creation job in the executable workflow that creates the
workflow specific directory on the staging server.

In addition to data, Pegasus does transfer user executables to the compute sites if the executables are not installed on
the remote sites before hand. This chapter gives an overview of how transfers of data and executables is managed

in Pegasus.

Data Staging Configuration

Pegasus can be broadly setup to run workflows in the following configurations
¢ Shared File System

This setup applies to where the head node and the worker nodes of a cluster share a filesystem. Compute jobs in
the workflow run in adirectory on the shared filesystem.

¢ NonShared FileSystem

This setup applies to where the head node and the worker nodes of a cluster don't share afilesystem. Compute jobs
in the workflow runin alocal directory on the worker node

¢ Condor Pool Without a shared filesystem
This setup applies to a condor pool where the worker nodes making up a condor pool don't share afilesystem. All
data 1O is achieved using Condor File 10. Thisisaspecial case of the non shared filesystem setup, where instead
of using pegasus-transfer to transfer input and output data, Condor File [O is used.

For the purposes of data configuration various sites, and directories are defined below.
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Shared

1. Submit Host

The host from where the workflows are submitted . Thisiswhere Pegasus and Condor DAGMan areinstalled. This
isreferred to asthe " local" sitein the sitecatalog .

2. Compute Site

The site where the jobs mentioned in the DAX are executed. There needs to be an entry in the Site Catalog for
every compute site. The compute site is passed to pegasus-plan using --sites option

3. Staging Site
A siteto which the separate transfer jobsin the executable workflow (jobswith stage in, stage_out and stage_inter
prefixes that Pegasus adds using the transfer refiners) stage the input data to and the output data from to transfer to
the final output site. Currently, the staging site is always the compute site where the jobs execute.

4. Output Site
The output site is the fina storage site where the users want the output data from jobs to go to. The output site
is passed to pegasus-plan using the --output option. The stageout jobs in the workflow stage the data from the
staging site to the final storage site.

5. Input Site

The site where the input datais stored. The locations of the input data are catalogued in the Replica Catalog, and
the "site" attribute of the locations gives us the site handle for the input site.

6. Workflow Execution Directory

Thisisthedirectory created by the create dir jobsin the executable workflow on the Staging Site. Thisisadirectory
per workflow per staging site. Currently, the Staging site is always the Compute Site.

7. Worker Node Directory
Thisisthe directory created on the worker nodes per job usually by the job wrapper that launches the job.
File System

By default Pegasus is setup to run workflows in the shared file system setup, where the worker nodes and the head
node of a cluster share a filesystem.
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Figure 10.1. Shared File System Setup
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The dataflow is asfollowsin this case

1. Stagein Job executes ( either on Submit Host or Head Node ) to stage in input data from Input Sites ( 1---n) to a
workflow specific execution directory on the shared filesystem.

2. Compute Job starts on aworker node in the workflow execution directory. Accesses the input data using Posix 10

3. Compute Job executes on the worker node and writes out output data to workflow execution directory using Posix
10

4. Stageout Job executes ( either on Submit Host or Head Node ) to stage out output data from the workflow specific
execution directory to a directory on the final output site.

Tip
Set pegasus.data.configuration to sharedfsto runin this configuration.

Non Shared Filesystem

In this setup , Pegasus runs workflows on local file-systems of worker nodes with the the worker nodes not sharing a
filesystem. The data transfers happen between the worker node and a staging / data coordination site. The staging site
server can be afile server on the head node of a cluster or can be on a separate machine.

Setup

¢ compute and staging site are the different

« head node and worker nodes of compute site don't share a filesystem
¢ Input Datais staged from remote sites.

* Remote Output Sitei.e site other than compute site. Can be submit host.
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Figure 10.2. Non Shared Filesystem Setup
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The dataflow is asfollowsin this case

1. Stagein Job executes ( either on Submit Host or on staging site) to stage in input data from Input Sites ( 1---n) to
aworkflow specific execution directory on the staging site.

2. Compute Job starts on aworker node in alocal execution directory. Accesses the input data using pegasus transfer
to transfer the data from the staging site to alocal directory on the worker node

3. The compute job executes in the worker node, and executes on the worker node.
4. The compute Job writes out output data to the local directory on the worker node using Posix 10
5. Output Datais pushed out to the staging site from the worker node using pegasus-transfer.

6. Stageout Job executes ( either on Submit Host or staging site) to stage out output data from the workflow specific
execution directory to adirectory on the final output site.

In this case, the compute jobs are wrapped as PegasusL ite instances.

Thismodeisespecially useful for running in the cloud environments where you don't want to setup ashared filesystem
between the worker nodes. Running in that mode is explained in detail here.

Tip

Set p egasus.data.configuration to nonshar edfsto run in this configuration. The staging site can be spec-
ified using the --staging-site option to pegasus-plan.

In this setup, Pegasus always stages the input files through the staging sitei.e the stage-in job stagesin data from the
input site to the staging site. The PegasusL ite jobs that start up on the worker nodes, then pull the input data from the
staging site for each job. In some cases, it might be useful to setup the PegasusLite jobs to pull input data directly
from the input site without going through the staging server. This is based on the assumption that the worker nodes
can access the input site. Starting 4.3 release, users can enable this. However, you should be aware that the access to
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the input siteis no longer throttled ( asin case of stagein jobs). If large number of compute jobs start at the sametime
in aworkflow, theinput server will see a connection from each job.

Tip

Set pegasus.transfer.bypass.input.staging to trueto enable the bypass of staging of input files via the
staging server.

Condor Pool Without a Shared Filesystem

This setup appliesto acondor pool where the worker nodes making up acondor pool don't share afilesystem. All data
10 isachieved using Condor File IO. Thisisaspecial case of the non shared filesystem setup, where instead of using
pegasus-transfer to transfer input and output data, Condor File 1O is used.

Setup

e Submit Host and staging site are same

» head node and worker nodes of compute site don't share a filesystem
¢ Input Datais staged from remote sites.

« Remote Output Sitei.e site other than compute site. Can be submit host.

Figure 10.3. Condor Pool Without a Shared Filesystem
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The data flow is asfollowsin this case

1. Stagein Job executeson the submit host to stage in input data from Input Sites ( 1---n) to a workflow specific
execution directory on the submit host

2. Compute Job starts on aworker nodein alocal execution directory. Before the compute job starts, Condor transfers
theinput data for the job from the workflow execution directory on thesubmit host to the local execution directory
on the worker node.
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3. The compute job executes in the worker node, and executes on the worker node.
4. The compute Job writes out output data to the local directory on the worker node using Posix 10

5. When the compute job finishes, Condor transfers the output data for the job from the local execution directory on
the worker node to the workflow execution directory on the submit host.

6. Stageout Job executes ( either on Submit Host or staging site) to stage out output data from the workflow specific
execution directory to adirectory on the final output site.

In this case, the compute jobs are wrapped as PegasusL ite instances.

Thismodeisespecially useful for running in the cloud environments where you don't want to setup ashared filesystem
between the worker nodes. Running in that mode is explained in detail here.

Tip

Set p egasus.data.configuration to condorio to run in this configuration. In this mode, the staging siteis
automatically set to site local

In this setup, Pegasus always stages the input files through the submit host i.e the stage-in job stagesin data from the
input site to the submit host (local site). The input data is then transferred to remote worker nodes from the submit
host using Condor file transfers. In the case, where the input datais locally accessible at the submit host i.e the input
site and the submit host are the same, then it is possible to bypass the creation of separate stage in jobs that copy the
data to the workflow specific directory on the submit host. Instead, Condor file transfers can be setup to transfer the
input files directly from the locally accessible input locations ( file URL's with "site" attribute set to local) specified
in the replica catalog. Starting 4.3 release, users can enable this.

Tip
Set pegasus.transfer .bypass.input.staging to trueto bypass the creation of separate stage in jobs.

Local versus Remote Transfers

As far as possible, Pegasus will ensure that the transfer jobs added to the executable workflow are executed on the
submit host. By default, Pegasus will schedule atransfer to be executed on the remote staging site only if thereis no
way to execute it on the submit host. Some scenarios where transfer jobs are executed on remote sites are as follows:

« thefile server specified for the staging site/compute site is afile server. In that case, Pegasus will schedule all the
stage in data movement jobs on the compute site to stage-in the input data for the workflow.

¢ auser has symlinking turned on. In that case, the transfer jobs that symlink against the input data on the compute
site, will be executed remotely ( on the compute site).

In certain execution environments, such alocal campus cluster the compute site and the local share a filesystem (i.e.
compute site has file servers specified for the staging/compute site, and the scratch and storage directories mentioned
for the compute site arelocally mounted on the submit host), it isbeneficial to have the remote transfer jobsrun locally
and hence bypass going through the local scheduler queue. In that case, users can set a boolean profile auxillary.loca
in pegasus hamespace in the site catalog for the compute/staging site to true.

Users can specify the property pegasus.transfer.*.remote.sitesto change the default behaviour of Pegasus and force
pegasus to run different types of transfer jobs for the sites specified on the remote site. The value of the property isa
comma separated list of compute sites for which you want the transfer jobs to run remotely.

The table below illustrates all the possible variations of the property.

Table 10.1. Property Variationsfor pegasus.transfer.*.remote.sites

Property Name Appliesto

pegasus.transfer.stagein.remote.sites the stage in transfer jobs

159



Data Management

Property Name Appliesto
pegasus.transfer.stageout.remote.sites the stage out transfer jobs
pegasus.transfer.inter.remote.sites the inter site transfer jobs
pegasus.transfer.* .remote.sites all types of transfer jobs

The prefix for the transfer job name indicates whether the transfer job is to be executed locallly (‘on the submit host )
or remotely ( on the compute site ). For example stage in_local_ in a transfer job name stage in_local_isi_viz_0
indicates that the transfer job is a stage in transfer job that is executed locally and is used to transfer input data to
compute siteisi_viz. The prefix naming scheme for the transfer jobsis [stage in|stage out|inter]_[local|remote]_ .

Controlling Transfer Parallelism

When it comesto datatransfers, Pegasus shipswith adefault configuration which istrying to strike a balance between
performance and aggressiveness. We obviously want data transfersto be as quick as possibly, but we also do not want
our transfers to overwhelm data services and systems.

Starting 4.8.0 release, the default configuration of Pegasus now adds transfer jobs and cleanup jobs based on the
number of jobs at aparticular level of the workflow. For example, for every 10 computejobson alevel of aworkflow,
one data transfer job( stage-in and stage-out) is created. The default configuration also sets how many threads such a
pegasus-transfer job can spawn. Cleanup jobs are similarly constructed with an internal ratio of 5.

Information on how to control the number of stagein and stageout jobs can be found in the Data Movement Nodes
section.

How to control the number of threads pegasus-transfer can use depends on if you want to control standard transfer
jobs, or PegasusLite. For the former, see the pegasus.transfer.threads property, and for the latter the pegasus.trans-
fer.lite.threads property.

Symlinking Against Input Data

If input data for a job aready exists on a compute site, then it is possible for Pegasus to symlink against that data.
In this case, the remote stage in transfer jobs that Pegasus adds to the executable workflow will symlink instead of
doing a copy of the data.

Pegasus determines whether afile is on the same site as the compute site, by inspecting the "site" attribute associated
with the URL in the Replica Catalog. If the "site" attribute of an input file location matches the compute site where
thejob is scheduled, then that particular input file is a candidate for symlinking.

For Pegasus to symlink against existing input data on a compute site, following must be true

1. Property pegasus.transfer.linksissetto true

2. Theinput file location in the Replica Catal og has the "site" attribute matching the compute site.
Tip
To confirm if a particular input file is symlinked instead of being copied, look for the destination URL for
that filein stage_in_remote*.in file. The destination URL will start with symlink:// .

In the symlinking case, Pegasus strips out URL prefix from a URL and replacesit with afile URL.

For exampleif auser hasthe following URL catalogued in the Replica Catalog for an input file f.input

f.input gsiftp://server.isi.edu/shared/storage/input/data/f.input site="isi"

and the compute job that requires this file executes on a compute site named isi , then if symlinking is turned on the
datastagein job (stage_in_remote viz_0) will have the following source and destination specified for the file

#viz viz
file:///shared/storage/input/data/f.input symink://shared-scratch/workflow exec-dir/f.input
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Addition of Separate Data Movement Nodes to Executable
Workflow

Pegasus relies on a Transfer Refiner that comes up with the strategy on how many data movement nodes are added
to the executable workflow. All the compute jobs scheduled to a site share the same workflow specific directory. The
transfer refiners ensure that only one copy of the input data is transferred to the workflow execution directory. This
is to prevent data clobbering . Data clobbering can occur when compute jobs of a workflow share some input files,
and have different stage in transfer jobs associated with them that are staging the shared files to the same destination
workflow execution directory.

Pegasus supports three different transfer refiners that dictate how the stagein and stageout jobs are added for the
workflow.The default Transfer Refiner used in Pegasus is the BalancedCluster Refiner. Starting 4.8.0 release, the
default configuration of Pegasus now adds transfer jobs and cleanup jobs based on the number of jobs at a particular

level of the workflow. For example, for every 10 compute jobs on alevel of aworkflow, one data transfer job( stage-
in and stage-out) is created.

The transfer refiners also allow the user to specify how many local remote stagein|stageout jobs are created per exe-
cution site.

The behavior of the refiners (BalancedCluster and Cluster) are controlled by specifying certain pegasus profiles
1. either with the execution sites in the site catalog

2. OR globally in the propertiesfile

Table 10.2. Pegasus Profile Keys For the Cluster Transfer Refiner

Profile Key Description

stagein.clusters This key determines the maximum number of stage-in
jobsthat are can executed locally or remotely per compute
site per workflow.

stagein.local.clusters Thiskey providesfiner grained control in determining the
number of stage-in jobs that are executed locally and are
responsible for staging data to a particular remote site.

stagein.remote.clusters Thiskey providesfiner grained control in determining the
number of stage-in jobsthat are executed remotely on the
remote site and are responsible for staging datato it.

stageout.clusters This key determines the maximum number of stage-out
jobsthat are can executed locally or remotely per compute
site per workflow.

stageout.local.clusters Thiskey providesfiner grained control in determining the
number of stage-out jobsthat are executed locally and are
responsible for staging data from a particular remote site.

stageout.remote.clusters Thiskey providesfiner grained control in determining the
number of stage-out jobsthat are executed remotely onthe
remote site and are responsible for staging data from it.

Tip
Which transfer refiner to useis controlled by property pegasus.transfer.refiner
BalancedCluster
Thisis a new transfer refiner that was introduced in Pegasus 4.4.0 and is the default one used in Pegasus. It does a

round robin distribution of the files amongst the stagein and stageout jobs per level of the workflow. The figure below
illustrates the behavior of this transfer refiner.
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Figure 10.4. BalancedCluster Transfer Refiner : Input Data To Workflow Specific Directory
on Shared File System

Addition of Data Stage-In and Stage-Out Nodes by the BalancedCluster Transfer Refiner
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Cluster

Thistransfer refiner issimilar to BalancedCluster but differsin the way how distribution of files happen across stagein
and stageout jobs per level of the workflow. In this refiner, all the input files for a job get associated with a single
transfer job. Asillustrated in the figure below each compute usually gets associated with one stagein transfer job. In
contrast, for the BalancedCluster a compute job maybe associated with multiple data stagein jobs.
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Figure 10.5. Cluster Transfer Refiner : Input Data To Workflow Specific Directory on
Shared File System

Addition of Data Stage-In and Stage-Out Nodes by the Cluster Transfer Refiner
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Basic

Pegasus also supports abasic Transfer Refiner that adds one stagein and stageout job per compute job of the workflow.
This is not recommended to be used for large workflows as the number of data transfer nodes in the worst case are
2n where n isthe number of compute jobs in the workflow.

Executable Used for Transfer and Cleanup Jobs

Pegasus refers to a python script called pegasus-transfer as the executable in the transfer jobs to transfer the data.
pegasus-transfer looks at source and destination url and figures out automatically which underlying client to use.
pegasus-transfer is distributed with the PEGASUS and can be found at $PEGASUS _HOME/bin/pegasus-transfer.

Currently, pegasus-transfer interfaces with the following transfer clients

Table 10.3. Transfer Clientsinterfaced to by pegasus-transfer

Transfer Client Used For

gfal-copy staging file to and from GridFTP servers

globus-url-copy staging files to and from GridFTP servers, only if gfal is
not detected in the path.

gfal-copy staging filesto and from SRM or XRootD servers

wget staging filesfrom aHTTP server

cp copying filesfrom a POSIX filesystem

In symlinking against input files

pegasus-s3 staging filesto and from S3 bucketsin Amazon Web Ser-
vices
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Transfer Client Used For

gsutil staging files to and from Google Storage buckets
scp staging files using scp

gsiscp staging files using gsiscp and X509

iget staging filesto and from iRODS servers

For remote sites, Pegasus constructs the default path to pegasus-transfer on the basis of PEGASUS HOME env profile
specified in the site catalog. To specify a different path to the pegasus-transfer client , users can add an entry into the
transformation catalog with fully qualified logical name as pegasus:: pegasus-tr ansfer

Preference of GFAL over GUC

JGlobusisno longer actively supported and isnot in compliance with RFC 2818 [ https://docs.globus.org/security-bul -
leting/2015-12-strict-mode] . As aresult cleanup jobs using pegasus-gridftp client would fail against the servers sup-
porting the strict mode. We have removed the pegasus-gridftp client and now use gfal clients as globus-url-copy does
not support removes. If gfal isnot available, globus-url-copy isused for cleanup by writing out zero bytesfilesinstead
of removing them.

If you want to force globus-url-copy to be preferred over GFAL, set the PEGASUS FORCE_GUC=1 environment
variable in the site catalog for the sites you want the preference to be enforced. Please note that we expect globus-
url-copy support to be completely removed in future releases of Pegasus due to the end of life of Globus Toolkit (see
announcement [ https://www.globus.org/bl og/support-open-source-globus-tool kit-ends-january-2018]).

Staging of Executables

Users can get Pegasusto stage the user executables ( executablesthat thejobsinthe DAX refer to) aspart of thetransfer
jobs to the workflow specific execution directory on the compute site. The URL locations of the executables need to
be specified in the transformation catalog as the PFN and the type of executable needsto be setto STAGEABLE .

The location of atransformation can be specified either in
* DAX in the executables section. More details here .
¢ Transformation Catalog. More details here .

A particular transformation catalog entry of type STAGEABLE is compatible with a compute site only if al the
System Information attributes associated with the entry match with the System Information attributes for the compute
site in the Site Catalog. The following attributes make up the System Information attributes

1. arch
2. 0s
3. osrelease

4. osversion

Transformation Mappers

Pegasus has a notion of transformation mappers that determines what type of executables are picked up when a job
is executed on a remote compute site. For transfer of executables, Pegasus constructs a soft state map that resides
on top of the transformation catalog, that helps in determining the locations from where an executable can be staged
to the remote site.

Users can specify the following property to pick up a specific transformation mapper

pegasus. cat al og. t ransf or mat i on. mapper

Currently, the following transformation mappers are supported.
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Table 10.4. Transformation M appers Supported in Pegasus

Transformation Mapper Description

Installed This mapper only relies on transformation catalog entries
that are of type INSTALLED to construct the soft state
map. This results in Pegasus never doing any transfer of
executables as part of the workflow. It always prefersthe
installed executables at the remote sites

Staged This mapper only relies on matching transformation cata-
log entries that are of type STAGEABLE to construct the
soft state map. Thisresultsin the executable workflow re-
ferring only to the staged executables, irrespective of the
fact that the executables are already installed at theremote
end

All This mapper relies on all matching transformation catalog
entries of type STAGEABLE or INSTALLED for a par-
ticular transformation as valid sources for the transfer of
executables. This the most general mode, and results in
the constructing the map as aresult of the cartesian prod-
uct of the matches.

Submit This mapper only on matching transformation catal og en-
tries that are of type STAGEABLE and reside at the sub-
mit host (site local), are used while constructing the soft
state map. Thisisespecially helpful, when the user wants
to use thelatest compute code for his computations on the
grid and that relies on his submit host.

Staging of Worker Package

The worker package contains runtime tools such as pegasus-kickstart and pegasus-transfer, and is required to be
available for most jobs.

How the package is made available to the jobs depends on multiple factors. For example, a pre-installed Pegasus can
be used if the location is set using the environment profile PEGASUS_HOME for the site in the Site Catal og.

If Pegasus is not already available on the execution site, the worker package can be staged by setting the following
property:

pegasus. transf er. wor ker . package true
Note that how the package is transferred and accessed differs based on the configured data management mode:
« sharedfs mode: the package is staged in to the shared filesystem once, and reused for all the jobs

« nonsharedfs or condorio mode: each job carries aworker package. Thisis obviously less efficient, but the size of
the worker package is kept small to minimize the impact of these extratransfers.

Which worker package is used is determined in the following order:

« Thereis an entry for pegasus::worker executable in the transformation catalog. Information on how to construct
that entry is provided below.

¢ The planner at runtime creates a worker package out of the binary installation, and puts it in the submit directory.
This worker package is used if the OS and architecture of the created worker package match with remote site, or
there is an exact match with (osrelease and osversion) if specified by the user in the site catalog for the remote site.

* The worker package compatible with the remote site is available as a binary from the Pegasus download site.

¢ At runtime, inthe nonsharedfs or condorio modes, extrachecks are made to make sure the worker package matches
the Pegasus version and the OS and architecture. The reason is that these workflows might be running in an hetero-
geneous environment, and thus there is no way to know before the job starts what worker packageisrequired. If the
runtime check fails, aworker package matching the Pegasus version, OS and architecture will be downloaded from

165



Data Management

the Pegasus download site. This behavior can be controlled with the pegasus.transfer.worker.package.autodown-
load and pegasus.transfer.worker.package.strict properties.

If you want to specify a particular worker package to use, you can specify the transformation pegasus::worker in
the transformation catalog with:

¢ typesetto STAGEABLE

¢ System Information attributes of the transformation catalog entry match the System Information attributes of the
compute site.

 the PFN specified should be aremote URL that can be pulled to the compute site.
# exanpl e of specifying a worker package in the transfornation catal og
tr pegasus::worker {
site corbusier {

pfn "https://downl oad. pegasus. i si . edu/ pegasus/ 4. 8. 0dev/ pegasus- wor ker - 4. 8. Odev-
x86_64_macos_10.tar. gz"

arch "x86_64"

os " MACOSX"

type "I NSTALLED

}

}

Staging of Application Containers

Pegasus treats containers as other files in terms of data management. Container to be used for ajob is tracked as an
input dependency that needs to be staged if it is not already there. Similar to executables, you specify the location for
your container imagein the Transformation Catal og. Y ou can specify the source URL'sfor containers asthefollowing.

1. URL to acontainer hosted on a central hub repository

Example of a docker hub URL is docker:///rynge/montage:latest, while for singularity shub://pegasus-isi/fedo-
ra-montage

2. URL to a container image file on afile server.

« Docker - Docker supports loading of containers from atar file, Hence, containers images can only be specified
astar files and the extension for the filename is not important.

¢ Singularity - Singularity supports container imagesin various forms and relies on the extension in the filename
to determinewhat format thefileisin. Pegasus supportsthefollowing extensionsfor singul arity container images

e .img

o tar

o tar.gz
o .tar.bz2
e .cpio

e .cpio.gz

Singularity will fail to run the container if you don't specify the right extension , when specify the source URL
for theimage.

In both the cases, Pegasus will place the container image on the staging site used for the workflow, as part of the data
stage-in nodes, using pegasus-transfer. When pulling in an image from a container hub repository, pegasus-transfer
will export the container as atar filein case of Docker, and as .img filein case of Singularity

Symlinking

Since, Pegasus only mounts the job directory determined by PegasusLite into the application container, symlinking
of input data sets does not work. This is because the symlink in PegasusL ite directory points to a source directory on
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the worker node, that is not mounted in the container. Hence user'sjobs would fail. Hence, Pegasus will automatically
disable symlinking for jobsthat use containers. The only exception being the application container itself. If you specify
aURL for the container image, the image will be symlinked if Pegasus determines that it can be.

Enabling symlinking of containersis useful, when running large workflows on a single cluster. Pegasus can pull the
image from the container repository once, and place it on the shared filesystem where it can then be symlinked from,
when the PegasusLite jobs start on the worker nodes of that cluster. In order to do this, you need to be running the
nonsharedfs data configuration mode with the staging site set to be the same as the compute site.

Staging of Job Checkpoint Files

Pegasus has support for transferring job checkpoint files back to the staging site, when a job exceeds it's advertised
running time. In order to use this feature, you need to

1. Associate a job checkpoint file ( that the job creates ) with the job in the DAX. A checkpoint file is specified by
setting the link attribute to checkpoint for the usestag.

2. Associate a Pegasus profile key named checkpoint.timeisthetimein minutes after which ajob is sent the TERM
signal by pegasus-kickstart, telling it to create the checkpoint file.

3. Associate aPegasus profile key named maxwalltime with the job that specifies the max runtime in minutes before
thejob will bekilled by the local resource manager ( such as PBS) deployed on the site. Usually, this value should
be associated with the execution site in the site catal og.

Pegasus planner uses the above mentioned profile keys to setup pegasus-kickstart such that the job is sent a TERM
signal when the checkpoint time of job isreached. A KILL signal is sent at (checkpoint.time + (maxwalltime-check-
point.time)/2) minutes. This ensures that there is enough time for pegasus-lite to transfer the checkpoint file before
thejob iskilled by the underlying scheduler.

Using Amazon S3 as a Staging Site

Pegasus can be configured to use Amazon S3 as a staging site. In this mode, Pegasus transfers workflow inputs from
theinput siteto S3. When ajob runs, theinputsfor that job are fetched from S3 to the worker node, thejob is executed,
then the output files are transferred from the worker node back to S3. When the jobs are complete, Pegasus transfers
the output data from S3 to the output site.

In order to use S3, it is necessary to create a config file for the S3 transfer client, pegasus-s3. See the man page for
details on how to create the config file. Y ou also need to specify S3 as a staging site.

Next, you need to modify your site catalog to tell the location of your s3cfg file. See the section on credential staging.

The following site catalog shows how to specify the location of the s3cfg file on the local site and how to specify
an Amazon S3 staging site:

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
xsi : schemaLocati on="http://pegasus.i si.edu/ schena/sitecatal og
http://pegasus.isi.edu/ schena/ sc-3. 0. xsd" version="3.0">
<site handl e="local " arch="x86_64" os="LI NUX">
<head- f s>
<scratch>
<shar ed>
<file-server protocol ="file" url="file://" mount-point="/tnp/wf/work"/>
<i nt er nal - nount - poi nt nount - poi nt ="/t nmp/ wf / wor k" / >
</ shar ed>
</ scratch>
<st orage>
<shar ed>
<file-server protocol ="file" url="file://" mount-point="/tnp/wW/storage"/>
<i nt ernal - mount - poi nt nount - poi nt ="/t np/ wf/ st or age"/ >
</ shar ed>
</ st or age>
</ head- f s>
<profil e namespace="env" key="S3CFG'>/ hone/ usernane/.s3cfg</profil e>
</site>
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<site handl e="s3" arch="x86_64" os="LI NUX">
<head- f s>
<scratch>
<shar ed>
<l-- wf-scratch is the name of the S3 bucket that will be used -->
<file-server protocol ="s3" url="s3://user @mazon" nount-poi nt="/wf-scratch"/>
<i nt ernal - mount - poi nt nount - poi nt ="/ wf -scratch"/>
</ shar ed>
</ scratch>
</ head- f s>

</site>
<site handl e="condor pool " arch="x86_64" os="LI NUX">
<head- f s>

<scratch/>
<st or age/ >
</ head- f s>
<profil e namespace="pegasus" key="styl e">condor</profile>
<profil e namespace="condor" key="universe">vanilla</profile>
<profil e namespace="condor" key="requirenments">(Target.Arch == "X86_64")</profil e>
</site>
</ sitecatal og>

IRODS data access

iRODS can be used as a input data location, a storage site for intermediate data during workflow execution, or a
location for final output data. Pegasus uses a URL notation to identify iRODS files. Example:

irods://some-host.org/path/to/file.txt

The path to the file is relative to the internal iIRODS location. In the example above, the path used to refer to the
fileiniIRODS s path/toffile.txt (no leading /).

See the section on credential staging for information on how to set up an irodsEnv file to be used by Pegasus.

GridFTP over SSH (sshftp)

Instead of using X.509 based security, newer version of Globus GridFTP can be configured to set up transfers over
SSH. See the Globus Documentation [http://toolkit.globus.org/tool kit/docs/6.0/gridftp/admin/#gridftp-admin-con-
fig-security-sshftp] for details on installing and setting up this feature.

Pegasus requires the ability to specify which SSH key to be used at runtime, and thus a small modification is neces-
sary to the default Globus configuration. On the hosts where Pegasus initiates transfers (which depends on the data
configuration of the workflow), please replace gridftp-ssh, usually located under /usr/share/globus/gridftp-ssh, with:

#!/ bi n/ bash

url _string=%$1
renot e_host =$2
port =$3
user =$4
port _str=""
if [ "X' ="X$port" ]; then
port _str=""
el se
port_str=" -p $port "
fi

if [ "X I'= "Xsuser" ]; then
renot e_host =" $user @r enot e_host"
fi

renot e_def aul t 1=. gl obus/ sshftp
renot e_def aul t 2=/ etc/ grid-security/sshftp

renote_fail="echo -e 500 Server is not configured for SSHFTP connections.\\\r\\\n"
renot e_pr ogr amF$G.0BUS_REMOTE_SSHFTP
if [ "X' ="X$remote_programt ]; then
renote_progranF"(( test -f $renpte_defaultl && $renpte_defaultl ) || ( test -f $renmpte_defaul t2

&% $rempte_default2 ) || $rempte_fail )"
fi
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if [ "X 1= "X$GLOBUS_SSHFTP_PRI NT_ON_CONNECT" ]; then
echo "Connecting to $1 ..." >/dev/tty
fi

# for pegasus-transfer

extra_opts=" -0 StrictHost KeyChecki ng=no"

if [ "x$SSH PRI VATE KEY" != "x" ]; then
extra_opts="$extra_opts -i $SSH PRI VATE_KEY"

fi

exec /usr/bin/ssh $extra_opts $port_str $renote_host $renote_program

Once configured, you should be able to use URL s such as sshftp: //user name@host/foo/bar.txt in your workflows.

Globus Online

Globus Online [http://globus.org] isatransfer service with features such as policy based connection management and
automatic failure detection and recovery. Pegasus has limited the support for Globus Online transfers.

If you want to use Globus Online in your workflow, all data has to be accessible via a Globus Online endpoint. You
can not mix Globus Online endpoints with other protocols. For most users, this means they will have to create an
endpoint for their submit host and probably modify both the replica catalog and DAX generator so that all URLsin
the workflow are for Globus Online endpoints.

There are two levels of credentials required. Oneisfor the workflow to use the Globus Online API, which is handled
by a X.509 proxy. The second level isfor the endpoints, which the user will have have manage via the Globus Online
web interface. The required steps are:

1. Using the CLI interface [https://docs.globus.org/cli/], update your user profile, and add your X.509 DN.

2. In the Globus Online web interface, under Endpoints, find the endpoints you need for the workflow, and activate
them. Note that you should activate them for the whole duration of the workflow or you will haveto regularly log
in and re-activate the endpoints during workflow execution.

URLSs for Globus Online endpoint data follows the following scheme: go://[ globus_username] @[ endpoint] /[ path].
For example, for a user with the Globus Online username bob and his private endpoint bob#researchdata and afile/
home/bsmith/experiment/1.dat, the URL would be: go://bob@bob#resear chdata/home/bsmith/experiment/1.dat

Credentials Management

Pegasus tries to do data staging from localhost by default, but some data scenarios makes some remote jobs do data
staging. An example of such a case is when running in nonsharedfs mode. Depending on the transfer protocols used,
thejob may haveto carry credentialsto enable these datatransfers. To specify wherewhich credential to use and where
Pegasus can find it, use environment variable profilesin your site catalog. The supported credentia types are X.509
grid proxies, Amazon AWS S3 keys, Google Cloud Platform OAuth token (.boto file), iRods password and SSH keys.

Credentials are usually associated per site in the site catalog. Users can associate the credentials either as a Pegasus
profile or an environment profile with the site.

1. A pegasusprofilewith thevalue pointing to the path to the credential onthelocal site or the submit host. If apegasus
credential profile associated with the site, then Pegasus automatically transfers it along with the remote jobs.

2. A env profile with the value pointing to the path to the credential on the remote site. If an env profile is specified,
then no credential istransferred along with the job. Instead the job's environment is set to ensure that the job picks
up the path to the credential on the remote site.

Tip
Specifying credentials as Pegasus profiles was introduced in 4.4.0 release.

In case of datatransfer jobs, it is possible to associate different credentialsfor asingle file transfer ( onefor the source
server and the other for the destination server) . For example, when leveraging GridFTP transfers between two sides
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that accept different grid credentials such as X SEDE Stampede site and NCSA Bluewaters. In that case, Pegasus picks
up the associated credentials from the site catalog entries for the source and the destination sites associated with the
transfer.

X.509 Grid Proxies

If the grid proxy isrequired by transfer jobs, and the proxy isin the standard location, Pegasus will pick the proxy up
automatically. For non-standard proxy locations, you can use the X509 _USER _PROXY environment variable. Site
catalog example:

<profil e namespace="pegasus" key="X509_USER PROXY" >/some/l ocati on/x509up</profile>

Amazon AWS S3

If aworkflow isusing s3 URLSs, Pegasus hasto be told whereto find the .s3cfg file. Thisformat of thefileis described
in the pegaus-s3 command line client's man page. For the file to be picked up by the workflow, set the S3CFGprofile
to the location of thefile. Site catalog example:

<profil e namespace="pegasus" pegasus="S3CFG' >/ hone/user/.s3cfg</profile>

Google Storage

IRods

If a workflow is using gs:// URLS, Pegasus needs access to a Google Storage service account. First generate the
credential by following the instructions at:

https://cloud.google.com/storage/docs/authenti cation#service_accounts

Download the credential in PKCS12 format, and then use "gsutil config -€" to generate a .boto file. For example:

$ gsutil config -e

This comrmand will create a boto config file at /hone/usernane/. boto

contai ning your credentials, based on your responses to the foll ow ng

questi ons.

What is your service account enmil address? sone-identifier@evel oper.gserviceaccount.com
What is the full path to your private key file? /hone/usernane/ ny-cred. pl2

What is the password for your service key file [if you haven't set one

explicitly, leave this line blank]?

Pl ease navi gate your browser to https://cloud. googl e. conf consol e#/ proj ect,

then find the project you will use, and copy the Project ID string fromthe
second colum. QO der projects do not have Project ID strings. For such projects,
click the project and then copy the Project Nunber |isted under that project.

What is your project-id? your-project-id

Boto config file "/home/usernane/.boto" created. If you need to use a
proxy to access the Internet please see the instructions in that file.

Pegasus has to be told where to find both the .boto file as well as the PKCS12 file. For the filesto be picked up by the
workflow, set the BOTO_CONFI Gand GOOGLE_PKCS12 profiles for the storage site. Site catalog example:

<profil e namespace="pegasus" key="BOTO CONFI G' >/ hone/user/.boto</profile>
<profil e namespace="pegasus" key="GO0GLE_PKCS12" >/home/ user/.googl e-servi ce-account.pl2</profile>

Password

If aworkflow is using iRods URLS, Pegasus has to be given an irodsEnv file. It is a standard file, with the addtion
of an password attribute. Example when using iRods 3.X:

# i RODS personal configuration file.
#

# i RODS server host nane:

i rodsHost ' sone. host. edu’
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# i RODS server port nunber:
irodsPort 1259

# Account nane:

i rodsUser Name ' soneuser’
# Zone:

i rodsZone ' sonezone'

# this is used with Pegasus
i rodsPassword ' sonmesecr et passwor d'

iRods 4.0 switched to a JSON based configuration file. Pegasus can handle either config file. JISON Example:

"irods_host": "some. host.edu",
"irods_port": 1247,

"irods_user_nanme": "soneuser",
"irods_zone_nane": "sonezone",
"irodsPassword" : "sonesecretpassword"”

}

The location of the file can be given to the workflow using the i r odsEnvFi | e environment profile. Site catalog
example:

<profil e namespace="pegasus" key="irodsEnvFile" >/hone/user/.irods/.irodsEnv</profile>

SSH Keys

New in Pegasus 4.0 is the support for data staging with scp using ssh public/private key authentication. In this mode,
Pegasus transports a private key with the jobs. The storage machineswill have to have the public part of the key listed
in ~/.ssh/authorized_keys.

Warning

SSH keys should be handled in a secure manner. In order to keep your personal ssh keys secure, It is rec-
ommended that a specia set of keys are created for use with the workflow. Note that Pegasus will not pick
up ssh keys automatically. The user will have to specify which key to usewith  SSH_PRI VATE_KEY.

The location of the ssh private key can be specified with the SSH_PRI VATE_KEY environment profile. Site catalog
example:

<profil e namespace="pegasus" key="SSH PRI VATE_KEY" >/home/ user/w /w sshkey</profil e>
Staging Mappers

Starting 4.7 release, Pegasus has support for staging mappers in the nonshar edfs data configuration. The staging
mappers determine what sub directory on the staging site a job will be associated with. Before, the introduction of
staging mappers, al files associated with the jobs scheduled for a particular site landed in the same directory on the
staging site. Asaresult, for large workflows this could degrade filesystem performance on the staging servers.

To configure the staging mapper, you need to specify the following property

pegasus. di r. stagi ng. mapper <nane of the mapper to use>
The following mappers are supported currently, with Hashed being the default .

1. Flat : This mapper results in Pegasus placing al the job submit files in the staging site directory as determined
from the Site Catalog and planner options. This can result in too many filesin one directory for large workflows,
and was the only option before Pegasus 4.7.0 release.

2. Hashed : Thismapper resultsin the creation of adeep directory structure rooted at the staging site directory created
by the create dir jobs. The binning is at the job level, and not at the file level i.e each job will push out it's outputs
to the same directory on the staging site, independent of the number of output files. To control behavior of this
mapper, users can specify the following properties
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pegasus. di r. st agi ng. mapper . hashed. | evel s the nunber of directory levels used to acconodate
the files. Defaults to 2

pegasus. di r. st agi ng. mapper. hashed. nul ti plier the nunber of files associated with a job in the
submit directory. defaults to 5.

Note

The staging mappers are only triggered if pegasus.data.configuration is set to nonsharedfs

Output Mappers

Effect

Starting 4.3 release, Pegasus has support for output mappers, that allow users fine grained control over how the output
files on the output site are laid out. By default, Pegasus stages output products to the storage directory specified in
the site catalog for the output site. Output mappers allow users finer grained control over where the output files are
placed on the output site.

To configure the output mapper, you need to specify the following property

pegasus. di r. st orage. mapper <nane of the mapper to use>
The following mappers are supported currently

1. Flat : By default, Pegasus will place the output files in the storage directory specified in the site catalog for the
output site.

2. Fixed : This mapper allows users to specify an externally accesible url to the storage directory in their properties
file. To use this mapper, the following property needs to be set.

» pegasus.dir.storage.mapper.fixed.url an externally accessible URL to the storage directory on the output site e.g.
gsiftp://outputs.isi.edu/shared/outputs

Note: For hierarchal workflows, the above property needs to be set separately for each dax job, if you want the sub
workflow outputs to goto a different directory.

3. Hashed : This mapper results in the creation of a deep directory structure on the output site, while populating the
results. The base directory on the remote end is determined from the site catalog. Depending on the number of
files being staged to the remote site a Hashed File Structureis created that ensuresthat only 256 filesresidein one
directory. To create this directory structure on the storage site, Pegasus relies on the directory creation feature of
the underlying file servers such as theGrid FTP server, which appeared in globus 4.0.x

4. Replica: Thismapper determinesthe path for an output file on the output site by querying an output replicacatal og.
Theoutput siteisonethat i s passed on the command line. The output replicacatal og can be configured by specifying
the following properties.

 pegasus.dir.storage.mapper.replica Regex|File
« pegasus.dir.storage.mapper.replica.file the RC file at the backend to use

Please note that the output replica catalog ( even though the formats are the same) is logically different from the
input replica catalog, where you specify the locations for the input files. Y ou cannot specify the locations for the
output files to be used by the mapper in the DAX. The format for the File based replica catalog is described here,
while for the Regex it is here.

of pegasus.dir.storage.deep

For Flat and Hashed output mappers, the base directory to which the add on component is added is determined by the
property pegasus.dir.storage.deep . The output directory on the output site is determined from the site catalog.

If pegasus.dir.storage.deep is set to true, then to this base directory, arelative directory is appended i.e. $storage_base
= $base + $relative_directory. The relative directory is computed on the basis of the --relative-dir option. If that is not
set, then defaults to the relative submit directory for the workflow ( usually $user/$vogroup/$label/runxxxx ).Thisis
the base directory that is passed to the storage mappers.
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Data Cleanup

When executing large workflows, users often may run out of diskspace on the remote clusters/ staging site. Pegasus
provides a couple of ways of enabling automated data cleanup on the staging site ( i.e the scratch space used by
the workflows). This is achieved by adding data cleanup jobs to the executable workflow that the Pegasus Mapper
generates. These cleanup jobs are responsible for removing files and directories during the workflow execution. To
enable data cleanup you can pass the --cleanup option to pegasus-plan . The value passed decides the cleanup strategy
implemented

1. none disables cleanup atogether. The planner does not add any cleanup jobs in the executable workflow what-
soever.

2. leaf the planner adds a leaf cleanup node per staging site that removes the directory created by the create dir job
in the workflow

3. inplace the mapper adds cleanup nodes per level of the workflow in addition to leaf cleanup nodes. The nodes
remove files no longer required during execution. For example, an added cleanup node will remove input files
for a particular compute job after the job has finished successfully. Starting 4.8.0 release, the number of cleanup
nodes created by this algorithm on a particular level, is dictated by the number of nodes it encounters on a level
of the workflow.

4. constraint the mapper adds cleanup nodes to constraint the amount of storage space used by aworkflow, in addi-
tion to leaf cleanup nodes. The nodes remove files no longer required during execution. The added cleanup node
guarantees limits on disk usage. File sizes are read from the size flag in the DAX, or from a CSV file ( pega-
sus.file.cleanup.constraint.csv).

Note

For large workflows with lots of files, the inplace strategy may take a long time as the algorithm works at
aper filelevel to figure out when it is safe to remove afile.

Behaviour of the cleanup strategiesimplemented in the Pegasus M apper can be controlled by propertiesdescribed here.

Data Cleanup in Hierarchal Workflows

By default, for hierarchal workflows the inplace cleanup is always turned off. This is because the cleanup agorithm
(InPlace) doesnot work acrossthe sub workflows. For example, if you havetwo DA X jobsinyour top level workflow
and the child DAX job refers to a file generated during the execution of the parent DAX job, the InPlace cleanup
algorithm when applied to the parent dax job will result in the file being del eted, when the sub workflow corresponding
to parent DAX job is executed. Thiswould result in failure of sub workflow corresponding to the child DAX job, as
the file deleted is required to present during it's execution.

In case there are no data dependencies across the dax jobs, then yes you can enable the InPlace algorithm for the sub
dax’es . To do this you can set the property

» pegasus.file.cleanup.scope deferred

Thiswill result in cleanup option to be picked up from the arguments for the DAX job in the top level DAX .

Metadata

Pegasus allows users to associate metadata at

* Workflow Level inthe DAX

e Task level inthe DAX and the Transformation Catalog
¢ Filelevel inthe DAX and Replica Catalog

Metadata is specified as akey value tuple, where both key and values are of type String.
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All the metadata ( user specified and auto-generated) gets populated into the workflow database ( usually in the work-
flow submit directory) by pegasus-monitord. The metadata in this database can be be queried for using the pega-
sus-metadata command line tool, or is also shown in the Pegasus Dashboard.

Metadata in the DAX

Inthe DAX, metadata can be associated with the workflow, tasks, files and executabl es. For detail s on how to associate
metadata in the DAX using the DAX API refer to the DAX API chapter. Below is an example DAX that illustrates
metadata associations at workflow, task and file level.

<?xm version="1.0" encodi ng="UTF-8"?>

<l-- generated on: 2016-01-21T10: 36: 39-08: 00 -->

<!-- generated by: vahi [ ??2 ] -->

<adag xm ns="http://pegasus.isi.edu/ schema/ DAX" xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schema-

i nstance" xsi:schemaLocation="http://pegasus.isi.edu/schema/ DAX http://pegasus.isi.edu/ schema/
dax- 3. 6. xsd" version="3.6" nanme="di anond" index="0" count="1">

<l-- Section 1: Metadata attributes for the workflow (can be enpty) -->

<nmet adat a key="nane" >di anond</ net adat a>
<nmet adat a key="creat edBy" >Kar an Vahi </ net adat a>

<l-- Section 2: Invokes - Adds notifications for a workfl ow (can be enmpty) -->
<i nvoke when="start">/ pegasus/|ibexec/notification/emil -t notify@xanple.conx/invoke>
<i nvoke when="at _end">/ pegasus/|i bexec/notification/email -t notify@xanple.conx/invoke>

<l-- Section 3: Files - Acts as a Replica Catalog (can be enpty) -->

<file name="f.a">

<met adat a key="si ze" >1024</ net adat a>

<pfn url="file:///Vol umes/ Work/|fsl/work/pegasus-features/ PM902/f.a" site="local"/>
</file>

<l-- Section 4: Executables - Acts as a Transformaton Catal og (can be enpty) -->

<execut abl e nanespace="pegasus" nane="preprocess" version="4.0" installed="true" arch="x86"
os="1inux">
<met adat a key="si ze" >2048</ et adat a>
<pfn url="file:///usr/bin/keg" site="Testd uster"/>
</ execut abl e>
<execut abl e nanespace="pegasus" nane="findrange" version="4.0" installed="true" arch="x86"
os="1inux">
<pfn url="file:///usr/bin/keg" site="Testd uster"/>
</ execut abl e>
<execut abl e nanespace="pegasus" nane="anal yze" version="4.0" installed="true" arch="x86"
os="1inux">
<pfn url="file:///usr/bin/keg" site="Testd uster"/>
</ execut abl e>

<l-- Section 5: Transformations - Aggregates executables and Files (can be enpty) -->

<l-- Section 6: Job's, DAX's or Dag's - Defines a JOB or DAX or DAG (Atleast 1 required) -->

<job id="j1" nanespace="pegasus" nane="preprocess" version="4.0">
<met adat a key="ti me" >60</ net adat a>

<argument >-a preprocess -T 60 -i <file name="f.a"/> -0 <file name="f.bl"/> <file
nane="f.b2"/ ></ ar gunent >
<uses nane="f.a" |ink="input">
<nmet adat a key="si ze" >1024</ net adat a>
</ uses>
<uses name="f.bl" link="output" transfer="true" register="true"/>
<uses name="f.b2" link="output" transfer="true" register="true"/>
<i nvoke when="start">/ pegasus/|ibexec/notification/email -t notify@xanple.conx/invoke>
<i nvoke when="at _end">/ pegasus/|ibexec/notification/emil -t notify@xanple.conxk/invoke>
</ j ob>

<job id="j2" nanmespace="pegasus" nane="findrange" version="4.0">
<met adat a key="ti me" >60</ net adat a>

<argurment>-a findrange -T 60 -i <file name="f.b1"/> -0 <file name="f.cl1"/></argunent>
<uses nane="f.bl" |ink="input"/>

<uses name="f.cl" link="output" transfer="true" register="true"/>

<i nvoke when="start">/ pegasus/|ibexec/notification/enmail -t notify@xanple.conx/invoke>
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<i nvoke when="at _end">/ pegasus/|ibexec/notification/emil -t notify@xanple.conk/invoke>
</ j ob>
<job id="j 3" nanmespace="pegasus" nane="findrange" version="4.0">

<met adat a key="ti me" >60</ net adat a>

<argurment>-a findrange -T 60 -i <file name="f.b2"/> -0 <file name="f.c2"/></argunent>

<uses nane="f.b2" |ink="input"/>

<uses name="f.c2" link="output" transfer="true" register="true"/>

<i nvoke when="start">/ pegasus/|ibexec/notification/email -t notify@xanple.conx/invoke>

<i nvoke when="at _end">/ pegasus/|i bexec/notification/emil -t notify@xanple.conxk/invoke>
</j ob>

<job id="j4" nanmespace="pegasus" nane="anal yze" version="4.0">
<met adat a key="ti me" >60</ net adat a>

<argument>-a analyze -T 60 -i <file nane="f.cl"/> <file name="f.c2"/> -0 <file name="f.d"/
></ ar gunent >

<uses nane="f.cl" |ink="input"/>

<uses nane="f.c2" |ink="input"/>

<uses name="f.d" |ink="output" transfer="true" register="true"/>

<i nvoke when="start">/ pegasus/|ibexec/notification/email -t notify@xanple.conx/invoke>

<i nvoke when="at _end">/ pegasus/|i bexec/notification/emil -t notify@xanple.conk/invoke>

</j ob>

<l-- Section 7: Dependencies - Parent Child relationships (can be enmpty) -->

<child ref="j2">
<parent ref="j1"/>

</ chi | d>

<child ref="j3">
<parent ref="j1"/>

</ chi | d>

<child ref="j4">
<parent ref="j2"/>
<parent ref="j3"/>

</ chi | d>

</ adag>

Workflow Level Metadata

Workflow level metadata can be associated only in the DAX under the root element adag. Below is a snippet that
illustrates this

<?xm version="1.0" encodi ng="UTF-8"?>

<!-- generated on: 2016-01-21T10: 36:39-08:00 -->

<l-- generated by: vahi [ ?2?2 ] -->

<adag xm ns="http://pegasus.isi.edu/ schema/ DAX" xm ns: xsi ="http://wwm. w3. or g/ 2001/ XM_Schena-

i nstance" xsi:schemaLocation="http://pegasus.isi.edu/schema/ DAX http://pegasus.isi.edu/schema/
dax- 3. 6. xsd" version="3.6" name="di anond” index="0" count="1">

<l-- Section 1: Metadata attributes for the workflow (can be enpty) -->

<met adat a key="nane" >di anond</ net adat a>
<net adat a key="creat edBy">Karan Vahi </ net adat a>

</ adag>

Task Level Metadata

Metadata for the tasks is picked up from
« metadata associated with the job element in the DAX

» metadata associated with the corresponding transformation. The transformation for atask is picked up from either
amatching executable entry in the DAX (if exists) or the Transformation Catal og.

Below is asnippet that illustrates metadata for a task specified in the job element in the DAX

<?xm version="1.0" encodi ng="UTF-8"?>

<!-- generated on: 2016-01-21T10: 36: 39-08: 00 -->

<l-- generated by: vahi [ ??2 ] -->

<adag xnml ns="http://pegasus.isi.edu/ schema/ DAX" xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schera-

i nstance" xsi:schemalLocation="http://pegasus.isi.edu/ schema/ DAX http://pegasus.i si.edu/ schena/
dax- 3. 6. xsd" version="3.6" nane="di anond" index="0" count="1">
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<job id="j2" namespace="pegasus" name="findrange" version="4.0">
<met adat a key="ti me" >60</ net adat a>

<argurment>-a findrange -T 60 -i <file name="f.b1"/> -0 <file name="f.cl1"/></argunent>
<uses nane="f.bl" |ink="input"/>
<uses name="f.cl" link="output" transfer="true" register="true"/>
<i nvoke when="start">/ pegasus/|ibexec/notification/email -t notify@xanple.conx/invoke>
<i nvoke when="at _end">/ pegasus/|i bexec/notification/emil -t notify@xanple.conxk/invoke>
</j ob>
</ adag>

Below is a snippet that illustrates metadata for a task specified in the executable element in the DAX

<?xm version="1.0" encodi ng="UTF-8"?>

<l-- generated on: 2016-01-21T10: 36: 39-08: 00 -->

<!-- generated by: vahi [ ?? ] -->

<adag xm ns="http://pegasus.isi.edu/ schema/ DAX" xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schera-

i nstance" xsi:schemaLocation="http://pegasus.isi.edu/schema/ DAX http://pegasus.isi.edu/ schema/
dax- 3. 6. xsd" version="3.6" name="di anond" index="0" count="1">

<l-- Section 4: Executables - Acts as a Transformaton Catal og (can be enmpty) -->

<execut abl e nanespace="pegasus" nane="findrange" version="4.0" installed="true" arch="x86"
os="1inux">
<met adat a key="si ze" >2048</ net adat a>
<pfn url="file:///usr/bin/keg" site="Testd uster"/>
</ execut abl e>

</ adag>

Metadata can be associated with the transformation in the transformation catalog. The metadata specified in the trans-
formation catal og gets automatically associated with the task level metadata for the corresponding task ( that usesthat
executable). This resolution is similar to how profiles associated in the Transformation Catalog get associated with
the tasks. Below is an example Transformation Catalog that illustrates metadata associated with the executables.

tr pegasus::findrange: 4.0 {
site TestCOuster {
pfn "/usr/bin/pegasus- keg"
arch "x86_64"
os "linux"
type "I NSTALLED
profile pegasus "clusters.size" "20"
nmet adata "key" "val ue"
nmet adat a "appnodel " "nyxform aspen”
net adata "version" "3.0"

}

File Level Metadata

Metadata for the files is picked up from

* metadata associated with the file element in the DAX. File elements are optionally used to record the locations of
input files for the workflow in the DAX.

» metadata associated with the filesin the uses section of the job element in the DAX
* metadata associated with the file in the Replica Catalog.

Below is asnippet that illustrates metadata for a file specified in the file element in the DAX

<?xm version="1.0" encodi ng="UTF-8"?>

<l-- generated on: 2016-01-21T10: 36: 39-08: 00 -->

<l-- generated by: vahi [ ??2 ] -->

<adag xm ns="http://pegasus.isi.edu/ schema/ DAX" xm ns: xsi ="http://ww. w3. org/ 2001/ XM-Schema-

i nstance" xsi:schenmalLocation="http://pegasus.isi.edu/ schema/ DAX http://pegasus.i si.edu/ schena/
dax- 3. 6. xsd" version="3.6" nanme="di anond" index="0" count="1">
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<l-- Section 3: Files - Acts as a Replica Catalog (can be enpty) -->

<file name="f.a">

<met adat a key="si ze" >1024</ et adat a>

<pfn url="file:///Vol umes/ Wrk/|fsl/ work/pegasus-features/PM902/f.a" site="local"/>
</file>

</ adag>

Below is asnippet that illustrates metadata for afile in the uses section of the job element

<?xm version="1.0" encodi ng="UTF-8"?>

<l-- generated on: 2016-01-21T10: 36: 39-08: 00 -->

<!-- generated by: vahi [ ?? ] -->

<adag xm ns="http://pegasus.isi.edu/ schema/ DAX" xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schema-

i nstance" xsi:schemaLocation="http://pegasus.isi.edu/schema/ DAX http://pegasus.isi.edu/schema/
dax-3. 6. xsd" version="3.6" name="di anond" index="0" count="1">

<job id="j1" namespace="pegasus" name="preprocess" version="4.0">

<argument >-a preprocess -T 60 -i <file name="f.a"/> -0 <file name="f.bl"/> <file
nane="f. b2"/ ></ ar gunent >
<uses nane="f.a" |ink="input">

<met adat a key="si ze" >1024</ net adat a>
<nmet adat a key="sour ce" >DAX</ net adat a>

</ uses>
<uses nane="f.bl" link="output" transfer="true" register="true"/>
<uses nane="f.b2" link="output" transfer="true" register="true"/>
</j ob>
</ adag>

Below is asnippet that illustrates metadata for an input file in the Replica Catalog entry for the file

# File Based Replica Catal og
f.a file://$PWY production_200.conf site="local" source="replica_catal og"

Automatically Generated Metadata attributes

Pegasus captures certain metadata attributes as output files are generated and associates them at the file level in the
database. Currently, the following attributes for the output files are automatically captured from the kickstart record
and stored in the workflow database.

e pfn - the physica filelocation
e ctime - creation time
* size- sizeof thefilein bytes

« user - the linux user as who the process ran that generated the output file.

Note

The automatic collection of the metadata attributes for output files is only triggered if the output file is
marked to be registered in the replica catalog, and --output-site option to pegasus-plan is specified.

Tracing Metadata for an output file

The command line client pegasus-metadata allows a user to trace all the metadata associated with the file. The client
will display metadata for the output file, the task that generated the file, the workflow which contains the task, and the
root workflow which contains the task. Below is asampleillustration of it.

$ pegasus-netadata file --file-name f.d --trace /path/to/submit-dir
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Wor kf | ow 493dda63- c6d0- 4e62- bc36- 26e5629449ad
createdby : Test user
nanme : di anond

Task |1 D0000004

si ze 1 2048
time ;60
transformation : analyze
File f.d
ctime : 2016-01-20T19: 02: 14- 08: 00
final _output : true
si ze . 582
user : banboo
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Chapter 11. Optimizing Workflows for
Efficiency and Scalability

By default, Pegasus generates workflows which targets the most common usecases and execution environments. For
more specialized environments or workflows, the following sections can provide hints on how to optimize your work-
flow to scale better, and run more efficient. Below are some common issues and solutions.

Optimizing Short Jobs / Scheduling Delays

Issue: Even though HT Condor is ahigh throughput system, there are overheads when scheduling short jobs. Common
overheads include scheduling, data transfers, state notifications, and task book keeping. These overheads can be very
noticeable for short jobs, but not noticeable at all for longer jobs as the ration between the computation and the
overhead is higher.

Solution: If you have many short tasks to run, the solution to minimize the overheads is to use task clustering. This
instructs Pegasus to take a set of tasks, selected horizontally, by labels, or by runtime, and create jobs containing that
whole set of tasks. The result is more efficient jobs, for wich the overheads are less noticeable.

Job Clustering

A large number of workflows executed through the Pegasus Workflow Management System, are composed of several
jobsthat run for only afew seconds or so. The overhead of running any job on the grid is usually 60 seconds or more.
Hence, it makes sense to cluster small independent jobs into a larger job. This is done while mapping an abstract
workflow to an executable workflow. Site specific or transformation specific criteriaare taken into consideration while
clustering smaller jobs into alarger job in the executable workflow. The user is allowed to control the granularity of
this clustering on a per transformation per site basis.

Overview

The abstract workflow is mapped onto the various sites by the Site Selector. This semi executable workflow is then
passed to the clustering module. The clustering of the workflow can be either be

« level based horizontal clustering - where you can denote how many jobs get clustered into a single clustered job
per level, or how many clustered jobs should be created per level of the workflow

« level based runtime clustering - similar to horizontal clustering , but while creating the clusters per level take into
account the job runtimes.

« |abel based (Iabel clustering)

The clustering module clusters the jobs into larger/clustered jobs, that can then be executed on the remote sites. The
execution can either be sequential on a single node or on multiple nodes using MPI. To specify which clustering
technique to use the user has to pass the --cluster option to pegasus-plan .

Generating Clustered Executable Workflow

The clustering of aworkflow is activated by passing the --cluster |-C option to pegasus-plan. The clustering granu-
larity of aparticular logical transformation on aparticular site is dependant upon the clustering techniques being used.
The executable that is used for running the clustered job on a particular siteis determined as explained in section 7.

#Runni ng pegasus-plan to generate clustered workfl ows

$ pegasus-plan --dax exanple.dax --dir ./dags -p siteX --output |ocal
--cluster [comm separated |list of clustering techniques] -verbose
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Valid clustering techniques are horizontal and | abel

The naming convention of submit files of the clustered jobsismerge NAME_IDX.sub . The NAME isderived from
the logical transformation name. The IDX is an integer number between 1 and the total number of jobs in a cluster.
Each of the submit fileshasacorresponding input file, following the naming convention merge NAME_IDX.in. The
input file containsthe respective execution targets and the argumentsfor each of thejobsthat make up the clustered job.

Horizontal Clustering

In case of horizontal clustering, each job in the workflow is associated with a level. The levels of the workflow are
determined by doing a modified Breadth First Traversal of the workflow starting from the root nodes. The level
associated with a node, is the furthest distance of it from the root node instead of it being the shortest distance asin
normal BFS. For each level the jobs are grouped by the site on which they have been scheduled by the Site Selector.
Only jobsof sametype (txnamespace, txname, txversion) can be clustered into alarger job. To usehorizontal clustering
the user needs to set the --cluster option of pegasus-plan to horizontal .

Controlling Clustering Granularity

The number of jobs that have to be clustered into a single large job, is determined by the value of two parameters
associated with the smaller jobs. Both these parameters are specified by the use of a PEGASUS namespace profile
keys. The keys can be specified at any of the placeholders for the profiles (abstract transformation in the DAX, site
in the site catalog, transformation in the transformation catalog). The normal overloading semantics apply i.e. profile
in transformation catalog overrides the one in the site catalog and that in turn overrides the one in the DAX. The two
parameters are described below.

¢ clusters.sizefactor

The clusters.size factor denotes how many jobs need to be merged into a single clustered job. It is specified via
the use of a PEGA SUS namespace profile key 'clusters.size'. for e.g. if at a particular level, say 4 jobs referring to
logical transformation B have been scheduled to a siteX. The clusters.size factor associated with job B for siteX is
say 3. Thiswill result in 2 clustered jobs, one composed of 3 jobs and another of 2 jobs. The clusters.size factor
can be specified in the transformation catal og as follows

# multiple line text-based transformation catal og: 2014-09-30T16: 05: 01. 731-07: 00

tr B {
site siteX {
profil e pegasus "clusters.size" "3"
pfn "/ shar ed/ PEGASUS/ bi n/ j obB"
arch "x86"
os " LI NUX"
type "I NSTALLED'
}
}
tr C{

site siteX {
profil e pegasus "clusters.size" "2"
pfn "/ shared/ PEGASUS/ bi n/ j obC"
arch "x86"
os "LI NUX"
type "I NSTALLED'
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Figure 11.1. Clustering by clusters.size
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2. Workflow After Clustering

¢ clusters.num factor

The clusters.num factor denotes how many clustered jobs does the user want to see per level per site. It is specified
viathe use of aPEGA SUS namespace profile key ‘clusters.num'’. for e.g. if at aparticular level, say 4 jobsreferring
tological transformation B have been scheduled to asiteX. The 'clusters.num'’ factor associated with job B for siteX
issay 3. Thiswill resultin 3 clustered jobs, one composed of 2 jobs and others of asingle job each. The clusters.num
factor in the transformation catalog can be specified as follows

# multiple line text-based transformation catal og: 2014-09-30T16: 06: 23. 397- 07: 00
tr B {
site siteX {
profil e pegasus "clusters. nunt "3"
pfn "/ shared/ PEGASUS/ bi n/ j obB"

arch "x86"
os " LI NUX*
type "1 NSTALLED'
}
}
tr C{

site siteX {
profil e pegasus "clusters. nunt "2"
pfn "/ shared/ PEGASUS/ bi n/ j obC"
arch "x86"
os " LI NUX"
type "1 NSTALLED'
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In the case, where both the factors are associated with the job, the clusters.num value supersedes the clusters.size

value.
# multiple line text-based transformation catal og: 2014-09-30T16: 08: 01. 537-07: 00
tr B {
site siteX {
profil e pegasus "clusters. nunt "3"
profil e pegasus "clusters.size" "3"
pfn "/ shared/ PEGASUS/ bi n/ j obB"
arch "x86"
os " LI NUX"
type "1 NSTALLED"
}
}

In the above case the jobs referring to logical transformation B scheduled on siteX will be clustered on the basis
of 'clusters.num'’ value. Hence, if there are 4 jobs referring to logical transformation B scheduled to siteX, then 3
clustered jobs will be created.

Figure 11.2. Clustering by clusters.num
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2. Workflow After Clustering

Runtime Clustering

Workflows often consist of jobs of same type, but have varying run times. Two or more instances of the same jab,
with varying inputs can differ significantly in their runtimes. A ssimple way to think about this is running the same
program on two distinct input sets, where one input is smaller (1 MB) as compared to the other which is 10 GB in

182



Optimizing Workflows for
Efficiency and Scalability

size. In such a case the two jobs will having significantly differing run times. When such jobs are clustered using
horizontal clustering, the benefits of job clustering may be lost if all smaller jobs get clustered together, while the
larger jobs are clustered together. In such scenarios it would be beneficia to be able to cluster jobs together such that
all clustered jobs have similar runtimes.

In case of runtime clustering, jobs in the workflow are associated with alevel. The levels of the workflow are deter-
mined in the same manner as in horizontal clustering. For each level the jobs are grouped by the site on which they
have been scheduled by the Site Selector. Only jobs of same type (txnamespace, txname, txversion) can be clustered
into alarger job. To use runtime clustering the user needs to set the --cluster option of pegasus-plan to horizontal,
and set the Pegasus property pegasus.cluster er.preference to Runtime.

Runtime clustering supports two modes of operation.

1. Clustersjobstogether such that the clustered job's runtime does not exceed a user specified maxruntime.

Basic Algorithm of grouping jobsinto clustersis asfollows

/'l cluster.maxruntinme - I's the maxi numruntinme for which the clustered job should run.

// j.runtime - |Is the runtime of the job j.

1. Create a set of jobs of the same type (txnamespace, txnanme, txversion), and that run on the
sane site.

2. Sort the jobs in decreasing order of their runtine.
3. For each job j, repeat
a. If j.runtime > cluster.maxruntine then
ignore j.
/1 Sum of runtime of jobs already in the bin + j.runtine <= cluster.maxruntine
b. If j can be added to any existing bin (clustered job) then
Add j to bin
El se
Add a new bin
Add job j to newy added bin

The runtime of ajob, and the maximum runtime for which a clustered jobs should run is determined by the value
of two parameters associated with the jobs.

e runtime
expected runtime for ajob
¢ clusters.maxruntime

maxruntime for the clustered job i.e. Group as many jobs as possible into a cluster, aslong as the clustered jobs
runtime does not exceed clusters.maxruntime.

2. Clustersall theinto afixed number of clusters(clusters.num), such that the runtimes of the clustered jobsaresimilar.

Basic Algorithm of grouping jobsinto clustersis as follows

/1 cluster.num- Is the nunber of clustered jobs to create.

/1 j.runtine - Is the runtine of the job j.
1. Create a set of jobs of the same type (txnanespace, txnane, txversion), and that run on the
sane site.

2. Sort the jobs in decreasing order of their runtinme.
3. Create a heap containing clusters.num nunber of clustered jobs.
4. For each job j, repeat

a. Get cluster job cj, having the shortest runtinme

b. Add job j to clustered job cj

The runtime of a job, and the number of clustered jobs to create is determined by the value of two parameters
associated with the jobs.

e runtime
expected runtime for ajob
e clusters.num

clusters.num factor denotes how many clustered jobs does the user want to see per level per site
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Note

Users should either specify clusters.maxruntime or clusters.num. If both of them are specified, then cluster-
s.num profile will be ignored by the clustering engine.

All of these parameters are specified by the use of a PEGASUS namespace profile keys. The keys can be specified at
any of the placeholders for the profiles (abstract transformation in the DAX, sitein the site catalog, transformation in
the transformation catalog). The normal overloading semantics apply i.e. profile in transformation catalog overrides
the onein the site catalog and that in turn overrides the one in the DAX. The two parameters are described below.

# multiple line text-based transfornati on catal og: 2014-09-30T16: 09: 40. 610- 07: 00
#C uster all jobs of type B at siteX, into 2 clusters such that the 2 clusters have simlar runtines
tr B {
site siteX {
profile pegasus "clusters. nuni "2"
profile pegasus "runtime" "100"
pfn "/ shar ed/ PEGASUS/ bi n/ j obB"

arch "x86"
os " LI NUx"
type "I NSTALLED'
}
}
#C uster all jobs of type C at siteX, such that the duration of the clustered job does not exceed
300.
tr C{
site siteX {
profile pegasus "clusters. maxruntinme" "300"
profile pegasus "runtinme" "100"
pfn "/ shared/ PEGASUS/ bi n/ j obC"
arch "x86"
os " LI NUx"
type "I NSTALLED"
}
}
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Figure 11.3. Clustering by runtime
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2. Workflow After Runtime Clustering

In the above case the jobs referring to logical transformation B scheduled on siteX will be clustered such that all
clustered jobs will run approximately for the same duration specified by the clusters.maxruntime property. In the
above case we assume all jobs referring to transformation B run for 100 seconds. For jobs with significantly differing

runtime, the runtime property will be associated with the jobsin the DAX.

In addition to the above two profiles, we need to inform pegasus-plan to use runtime clustering. Thisis done by setting

the following property .

pegasus. cl usterer. preference Runti ne

Label Clustering

In label based clustering, the user labels the workflow. All jobs having the same label value are clustered into asingle
clustered job. This allows the user to create clusters or use a clustering technique that is specific to his workflows. If

thereis no label associated with the job, the job is not clustered and is executed asis

185



Optimizing Workflows for
Efficiency and Scalability

Figure 11.4. L abel-based clustering
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2. Worktlow After Label
Clustering

Since, the jobsin a cluster in this case are not independent, it is important the jobs are executed in the correct order.
Thisis done by doing a topological sort on the jobs in each cluster. To use label based clustering the user needs to
set the --cluster option of pegasus-plan to label.

Labelling the Workflow

Thelabelsfor the jobsin the workflow are specified by associated pegasus profile keyswith the jobs during the DAX
generation process. The user can choose which profile key to use for labeling the workflow. By default, it is assumed
that the user is using the PEGASUS profile key label to associate the labels. To use another key, in the pegasus
namespace the user needs to set the following property

¢ pegasus.clusterer.label .key

For example if the user sets pegasus.clusterer.label.key to user_label then the job description in the DAX looks
asfollows

<adag >

<job id="1D000004" nanespace="app" nanme="anal yze" version="1.0" |evel ="1" >

<argument>-a bottom-T60 -i <filename file="user.f.cl1"/> -o <filenane file="user.f.d"/></
ar gunent >
<profil e namespace="pegasus" key="user_| abel ">pl</profile>
<uses file="user.f.cl" link="input" register="true" transfer="true"/>
<uses file="user.f.c2" link="input" register="true" transfer="true"/>
<uses file="user.f.d" link="output" register="true" transfer="true"/>
</ j ob>
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;}édag>
« The above states that the pegasus profiles with key as user_label are to be used for designating clusters.

« Each job with the same value for pegasus profile key user_label appearsin the same cluster.

Recursive Clustering

In some cases, a user may want to use a combination of clustering techniques. For e.g. a user may want some jobsin
the workflow to be horizontally clustered and someto be label clustered. This can be achieved by specifying acomma
separated list of clustering techniques to the --cluster option of pegasus-plan. In this case the clustering techniques
are applied one after the other on the workflow in the order specified on the command line.

For example

$ pegasus-plan --dax exanple.dax --dir ./dags --cluster |abel, horizontal -s siteX --output |ocal --
ver bose
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Figure 11.5. Recursive clustering
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3. Workflow After Horizontal Clustering
applied to Label based Clustered Workflow

Execution of the Clustered Job

The execution of the clustered job on the remote site, involves the execution of the smaller constituent jobs either

¢ sequentially on a single node of theremote site

The clustered job is executed using pegasus-cluster, a wrapper tool written in C that is distributed as part of the
PEGASUS. It takes in the jobs passed to it, and ends up executing them sequentially on a single node. To use
pegasus-cluster for executing any clustered job on a siteX, there needs to be an entry in the transformation catalog
for an executable with the logical name segexec and namespace as pegasus.
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#site transformation pfn type architecture profiles
siteX pegasus: : segexec / usr/ pegasus/ bi n/ pegasus-cl uster | NSTALLED I NTEL32: : LI NUX
NULL

If the entry is not specified, Pegasus will attempt create a default path on the basis of the environment profile
PEGASUS HOME specified in the site catalog for the remote site.

On multiple nodes of the remote site using MPI based task management tool called Pegasus MPI Cluster
(PMC)

The clustered job is executed using pegasus-mpi-cluster, awrapper MPI program written in C that is distributed
as part of the PEGASUS. A PMC job consists of a single master process (this process is rank 0 in MPI parlance)
and several worker processes. These processes follow the standard master-worker architecture. The master process
manages the workflow and assigns workflow tasks to workers for execution. The workers execute the tasks and
return the results to the master. Communication between the master and the workers is accomplished using asim-
ple text-based protocol implemented using MPI_Send and MPI_Recv. PMC relies on a shared filesystem on the
remote site to manage the individual tasks stdout and stderr and stage it back to the submit host as part of it's own
stdout/stderr.

The input format for PMC is a DAG based format similar to Condor DAGMan's. PMC follows the dependencies
specified in the DAG to release the jobs in the right order and executes parallel jobs viathe workers when possible.
Theinput filefor PMC isautomatically generated by the Pegasus Planner when generating the executable workflow.
PMC alows for a finer grained control on how each task is executed. This can be enabled by associating the
following pegasus profiles with the jobs in the DAX

Table 11.1. Pegasus Profiles that can be associated with jobsin the DAX for PMC

Key Description

pmc_request_memory This key is used to set the -m option for pegasus-mpi-
cluster. It specifies the amount of memory in MB that a
job requires. This profile is usually set in the DAX for
each job.

pmc_request_cpus Thiskey isused to set the -c option for pegasus-mpi-clus-
ter. It specifies the number of cpu's that a job requires.
This profileis usually set in the DAX for each job.

pmc_priority This key is used to set the -p option for pegasus-mpi-
cluster. It specifiesthe priority for ajob . This profileis
usually set inthe DAX for each job. Negative values are
allowed for priorities.

pmc_task_arguments The key is used to pass any extraarguments to the PMC
task during the planning time. They are added to the very
end of the argument string constructed for thetask in the
PMC file. Hence, allows for overriding of any argument
constructed by the planner for any particular task in the
PMC job.

Refer to the pegasus-mpi-cluster man page in the command line tools chapter to know more about PMC and how
it schedulesindividual tasks.

It is recommended to have a pegasus::mpiexec entry in the transformation catalog to specify the path to PMC on
the remote and specify the relevant globus profiles such as xcount, host_xcount and maxwalltime to control size
of the MPI job.

# nmultiple line text-based transformation catal og: 2014-09-30T16: 11: 11. 947-07: 00
tr pegasus:: npi exec {
site siteX {
profile gl obus "host_xcount" "1"
profile gl obus "xcount" "32"
pfn "/usr/pegasus/bi n/ pegasus-npi -cl uster"
arch "x86"
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os " LI NUX"
type "1 NSTALLED'

}

the entry is not specified, Pegasus will attempt create a default path on the basis of the environment profile PE-
GASUS_HOME specified in the site catalog for the remote site.

Tip
Users are encouraged to use label based clustering in conjunction with PMC
Specification of Method of Execution for Clustered Jobs
The method execution of the clustered job(whether to launch via mpiexec or segexec) can be specified
1. globally in the propertiesfile

The user can set aproperty in the propertiesfilethat resultsin all the clustered jobs of the workflow being executed
by the same type of executable.

#PEGASUS PROPERTI ES FI LE
pegasus. cl usterer.job. aggregat or segexec| npi exec

In the above example, al the clustered jobs on the remote sites are going to be launched via the property value, as
long as the property value is not overridden in the site catalog.

2. associating profile key job.aggregator with the sitein the site catalog

<site handl e="siteX" gridlaunch = "/shared/ PEGASUS/ bi n/ ki ckstart">
<profil e namespace="env" key="CGLOBUS_LOCATI ON' >/ home/ shar ed/ gl obus</profil e>
<profil e namespace="env" key="LD_LI BRARY_PATH'>/ hore/ shar ed/ gl obus/ | i b</profil e>
<profil e namespace="pegasus" key="j ob. aggregator" >seqgexec</profile>
<lrc url="rls://siteX edu" />
<gridftp wurl="gsiftp://siteX edu/" storage="/hone/shared/ work" major="2" m nor="4"
patch="0" />

<j obmanager universe="transfer" url ="siteX edu/jobmanager-fork" major="2" mnor="4"
patch="0" />
<j obmanager universe="vanilla" url ="siteX edu/jobmanager-condor" major="2" m nor="4"
patch="0" />
<wor kdi rectory >/ home/ shar ed/ st or age</ wor kdi r ect ory>
</site>

In the above example, all the clustered jobs on a siteX are going to be executed via segexec, as long as the value
is not overridden in the transformation catalog.

3. associating profile key job.aggregator with the transfor mation that isbeing clustered, in the transformation

catalog
# nmultiple line text-based transfornation catal og: 2014-09-30T16: 11: 52. 230-07: 00
tr B {
site siteX {
profile pegasus "clusters.size" "3"
profile pegasus "job.aggregator" "npi exec"
pfn "/shared/ PEGASUS/ bi n/ j obB"
arch "x86"
os "LINuUxX"
type "1 NSTALLED'
}
}
In the above example, al the clustered jobsthat consist of transformation B on siteX will be executed viampiexec.
Note

Theclustering of jobs on a site only happens only if

« thereexistsanentry inthetransformation catal og for the clustering executabl e that has been determined
by the above 3 rules
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« the number of jobs being clustered on the site are more than 1

Outstanding Issues

1. Label Clustering

More rigorous checks are required to ensure that the labeling scheme applied by the user isvalid.

How to Scale Large Workflows

Issue: When planning and running large workflows, there are some scalability issues to be aware of. During the
planning stage, Pegasus traverses the graphs multiple times, and some of the graph transforms can be slow depending
on if the graph is large in the number of tasks, the number of files, or the number of dependencies. Once planned,
large workflows can a so see scalability limits when interacting with the operating system. A common problem isthe
number of filesin asingle directory, such as thousands or millonsinput or output files.

Solution: The most common solution to these problems is to use hierarchical workflows, which works really well if
your workflow can be logically partitioned into smaller workflows. A hierarchical workflow still runs like asingle
workflow, with the difference being that some jobs in the workflow are actually sub-workflows.

For workflows with alarge number of files, you can control the number of filesin asingle directory by reorganizing
the filesinto a deep directory structure.

Hierarchical Workflows

Introduction

The Abstract Workflow in addition to containing compute jobs, can also contain jobs that refer to other workflows.
Thisis useful for running large workflows or ensembles of workflows.

Users can embed two types of workflow jobsin the DAX
1. daxjob - refers to a sub workflow represented as a DAX. During the planning of a workflow, the DAX jobs are

mapped to condor dagman jobs that have pegasus plan invocation on the dax ( referred to in the DAX job ) as
the prescript.

Figure 11.6. Planning of a DAX Job

JOB IN THE ABSTRACT JOB AFTER PLANNING IN
WORKFLOW THE EXECUTABLE WORKFLOW
black.dax
black.dax \_‘ ST pegasus-plan invoked as prescript on black.dax
creating a black-0.dag file
DAX _ _ _ ___ - DAG

DAG Job executes condor dagman on the

Job Job
\/ black-0.dag file created by pegasus plan

2. dagjob - refers to a sub workflow represented as a DAG. During the planning of a workflow, the DAG jobs are
mapped to condor dagman and refer to the DAG file mentioned in the DAG jab.
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Figure 11.7. Planning of a DAG Job
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Specifying a DAX Job in the DAX

SpecifyingaDAXJobinaDAX ispretty similar to how normal computejobsare specified. Thereareminor differences
in terms of the xml element name ( dax vsjob ) and the attributes specified. DAXJob XML specification is described
in detail in the chapter on DAX API . An example DAX Jobin aDAX is shown below

<dax i d="1D000002" name="bl ack. dax" node-| abel ="bar" >
<profil e namespace="dagman" key="maxj obs">10</profil e>
<ar gument >- Xmx1024 - Xms512 - Dpegasus. dir. st orage=storagedir -Dpegasus.dir.exec=execdir -o |ocal
-vvvvv --force -s dax_site </argunent>
</ dax>

DAX File Locations

The name attribute in the dax element refers to the LFN ( Logical File Name ) of the dax file. The location of the
DAX file can be catalogued either in the

1. ReplicaCatalog

2. Replica Catalog Section in the DAX .

Note

Currently, only file url's on the local site ( submit host ) can be specified as DAX file locations.

Arguments for a DAX Job

Users can specify specific arguments to the DAX Jobs. The arguments specified for the DAX Jobs are passed to the
pegasus-plan invocation in the prescript for the corresponding condor dagman job in the executable workflow.

The following options for pegasus-plan are inherited from the pegasus-plan invocation of the parent workflow. If an
option is specified in the arguments section for the DAX Job then that overrides what is inherited.

Table 11.2. Optionsinherited from parent workflow

Option Name Description
--sites list of execution sites.

Itishighly recommended that usersdon't specify directory related optionsin the arguments section for the DAX Jobs.
Pegasus assigns values to these options for the sub workflows automatically.

1. --relative-dir
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2. --dir

3. --relative-submit-dir

Profiles for DAX Job

Users can choose to specify dagman profiles with the DAX Job to control the behavior of the corresponding condor
dagman instance in the executable workflow. In the example above maxjobsis set to 10 for the sub workflow.

Execution of the PRE script and Condor DAGMan instance

The pegasus plan that isinvoked as part of the prescript to the condor dagman job is executed on the submit host. The
log from the output of pegasus plan is redirected to afile ( ending with suffix pre.log ) in the submit directory of the
workflow that contains the DAX Job. The path to pegasus-plan is automatically determined.

The DAX Job maps to a Condor DAGMan job. The path to condor dagman binary is determined according to the
following rules -

1. entry in the transformation catalog for condor::dagman for site local, else

2. pick up the value of CONDOR_HOME from the environment if specified and set path to condor dagman as $CON-
DOR_HOME/bin/condor_dagman , else

3. pick up the value of CONDOR_LOCATION from the environment if specified and set path to condor dagman as
$CONDOR_LOCATION/bin/condor_dagman , else

4. pick up the path to condor dagman from what is defined in the user's PATH
Tip

Itisrecommended that users specify dagman.maxprein their propertiesfile to control the maximum number
of pegasus plan instances launched by each running dagman instance.

Specifying a DAG Job in the DAX

SpecifyingaDAGJobinaDAX ispretty similar to how normal computejobsare specified. Thereare minor differences
in terms of the xml element name ( dag vs job ) and the attributes specified. For DAGJob XML details,see the API
Reference chapter . An example DAG Job in aDAX is shown below

<dag i d="1D000003" name="hl ack. dag" node-| abel ="foo0" >
<profil e namespace="dagman" key="maxj obs">10</profil e>
<profil e namespace="dagman" key="DI R'>/dag-dir/test</profile>
</ dag>

DAG File Locations

The name attribute in the dag element refers to the LFN ( Logical File Name ) of the dax file. The location of the
DAX file can be catalogued either in the

1. ReplicaCatalog

2. Replica Catalog Section in the DAX.
Note
Currently, only file url's on the local site ( submit host ) can be specified as DAG file locations.
Profiles for DAG Job

Users can choose to specify dagman profiles with the DAX Job to control the behavior of the corresponding condor
dagman instance in the executable workflow. In the example above, maxjobsis set to 10 for the sub workflow.
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The dagman profile DIR alows users to specify the directory in which they want the condor dagman instance to
execute. In the example above black.dag is set to be executed in directory /dag-dir/test . The /dag-dir/test should be
created beforehand.

File Dependencies Across DAX Jobs

In hierarchal workflows, if a sub workflow generates some output files required by another sub workflow then there
should be an edge connecting the two dax jobs. Pegasus will ensure that the prescript for the child sub-workflow,
has the path to the cache file generated during the planning of the parent sub workflow. The cache file in the submit
directory for aworkflow is atextual replica catal og that lists the locations of all the output files created in the remote
workflow execution directory when the workflow executes.

This automatic passing of the cache file to a child sub-workflow ensures that the datasets from the same workflow
run are used. However, the passing the locations in a cache file also ensures that Pegasus will prefer them over all
other locations in the Replica Catalog. If you need the Replica Selection to consider locations in the Replica Catalog
also, then set the following property.

pegasus. cat al og. repl i ca. cache.asrc true

The above is useful in the case, where you are staging out the output files to a storage site, and you want the child
sub workflow to stage these files from the storage output site instead of the workflow execution directory where the
fileswere originally created.

Recursion in Hierarchal Workflows

It is possible for a user to add a dax jobs to a dax that already contain dax jobs in them. Pegasus does not place a
limit on how many levels of recursion a user can have in their workflows. From Pegasus perspective recursion in
hierarchal workflows endswhen aDAX with only compute jobsis encountered . However, the levels of recursion are
limited by the system resources consumed by the DAGMan processes that are running (each level of nesting produces
another DAGMan process) .

Thefigure below illustrates an example with recursion 2 levels deep.

194



Optimizing Workflows for
Efficiency and Scalability

Figure 11.8. Recursion in Hierarchal Workflows
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The execution time-line of the various jobs in the above figureisillustrated below.
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Figure 11.9. Execution Time-line for Hierarchal Workflows
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The Galactic Plane workflow is a Hierarchical workflow of many Montage workflows. For details, see Workflow

of Workflows.

Optimizing Data Transfers

Issue: When it comes to data transfers, Pegasus ships with a default configuration which is trying to strike a balance
between performance and aggressiveness. We obviously want data transfers to be as quick as possibly, but we also

do not want our transfers to overwhelm data services and systems.

Solution: Starting 4.8.0 release, the default configuration of Pegasus now adds transfer jobs and cleanup jobs based
on the number of jobs at a particular level of the workflow. For example, for every 10 compute jobs on a level of
aworkflow, one data transfer job( stage-in and stage-out) is created. The default configuration also sets how many
threads such a pegasus-transfer job can spawn. Cleanup jobs are similarly constructed with an internal ratio of 5.

Additionally, Pegasus makes use of DAGMan categories and associ ates the following default values with the transfer

and cleanup jabs.

Table 11.3. Default Category names associated by Pegasus

DAGMan Category Name

Auxillary Job applied to.

Default Value Assigned in gener at-
ed DAG file
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stage-in data stage-in jobs 10

stage-out data stage-out jobs 10

stage-inter inter site data transfer jobs -

cleanup data cleanup jobs 4

registration registration jobs 1 (for file based RC)

Information on how to control manully the maxinum number of stagein and stageout jobs can be found in the Data
Movement Nodes section.

How to control the number of threads pegasus-transfer can use depends on if you want to control standard transfer
jobs, or PegasusLite. For the former, see the pegasus.transfer.threads property, and for the latter the pegasus.trans-
fer.lite.threads property.

Job Throttling

Issue: For large workflows you may want to control the number of jobs released by DAGMan in local condor queue,
or number of remote jobs submitted.

Solution: HTCondor DAGMan has knobs that can be tuned at a per workflow level to control it's behavior. These
knobs control how it interacts with the local HTCondor Schedd to which it submits jobs that are ready to run in a
particular DAG. These knobs are exposed as DAGMan profiles (maxidle, maxjobs, maxpre and maxpost) that you
can set in your properties files.

Table 11.4. Useful dagman Commands that can be specified in the propertiesfile.

Property Key Description

Property Key: dagman.maxpre
Profile Key: MAXPRE

Scope  : Properties
Since :20
Type : String

sets the maximum number of PRE scriptswithinthe DAG
that may be running at one time

Property Key: dagman.maxpost
Profile Key: MAXPOST

Scope  : Properties
Since :20
Type : String

sets the maximum number of POST scripts within the
DAG that may be running at onetime

Property Key: dagman.maxjobs
Profile Key: MAXJOBS

Scope  : Properties
Since :20
Type : String

sets the maximum number of jobs within the DAG that
will be submitted to Condor at one time.

Property Key: dagman.maxidle
Profile Key: MAXIDLE

Scope  : Properties
Since :20
Type : String

Sets the maximum number of idle jobs allowed before
HTCondor DAGMan stops submitting more jobs. Once
idle jobs start to run, HTCondor DAGMan will resume
submitting jobs. If the option is omitted, the number of
idle jobsis unlimited.

Property Key: dagman.[CATEGORY -NAME].maxjobs
Profile Key: [CATEGORY-NAME].MAXJOBS

Scope  : Properties
Since :20
Type : String

isthevalue of maxjobsfor aparticular category. Userscan
associate different categoriesto thejobsat aper job basis.
However, the value of a dagman knob for a category can
only be specified at aper workflow basisin the properties.

Property Key: dagman.post.scope
Profile Key: POST.SCOPE
Scope  : Properties

scope for the postscripts.
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120
: String

Since
Type

1. If setto all , means each job in the workflow will have
a postscript associated with it.

. If set to none, means no job has postscript associated
with it. None mode should be used if you are running
vanilla/ standard/ local universe jobs, as in those cas-
es Condor traps the remote exitcode correctly. None
scope is not recommended for grid universe jobs.

. If set to essential, means only essential jobs have post
scripts associated with them. At present the only non
essential job isthe replicaregistration job.

Within a single workflow, you can aso control the number of jobs submitted per type ( or category ) of jobs. To
associate categories, you needs to associate dagman profile key named category with the jobs and specify the property
dagman.[CATEGORY-NAME].* in the properties file. More information about HTCondor DAGMan categories can
be found in the HTCondor Documentation [http://research.cs.wisc.edu/htcondor/manual/v8.3.5/2_10DAGMan_Ap-

plications.html#SECTION003108400000000000000].

By default, pegasus associates default category namesto following types of auxillary jobs

Table 11.5. Default Category names associated by Pegasus

DAGMan Category Name Auxillary Job applied to. Default Value Assigned in gener at-
ed DAG file

stage-in data stage-in jobs 10

stage-out data stage-out jobs 10

stage-inter inter site data transfer jobs -

cleanup data cleanup jobs 4

registration registration jobs 1 (for file based RC)

Below is a sample propertiesfile that illustrates how categories can be specified in the propertiesfile

# pegasus properties file snippet illustrating
# how to specify dagnan categories for different t

dagman. st age-i n. maxj obs 4
dagman. st age- out . maxj obs 1
dagman. cl eanup. maxj obs 2

ypes of jobs

HTCondor also exposes useful configuration parameters that can be specified in it's configuration file (condor_con-
fig_val -conf will list the condor configuration files), to control job submission across workflows. Some of the useful

parameters that you may want to tune are

Table 11.6. Useful HT Condor Job Throttling

Configuration Parameters

HTCondor Configuration Parameter

Description

Parameter Name: START_LOCAL_UNIVERSE
Sample Value : TotalLocal JobsRunning < 20

Most of the pegauss added auxillary jobs ( createdir,
cleanup, registration and data cleanup ) run in the local
universe on the submit host. If you havealot of workflows
running, HTCondor may try to start too many local uni-
verse jobs, that may bring down your submit host. This
global parameter isused to configure condor to not launch
too many local universe jobs.

Parameter Name: GRIDMANAGER_MAX_JOBMAN
Sample Value : Integer

\eaiE QB dFBRs REBME REE [imits the number of globus-
job-manager processes that the condor_gridmanager lets
run at a time on the remote head node. Allowing too
many globus-job-managers to run causes severe load on
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the head note, possibly making it non-functional. Usually
the default value in htcondor ( as of version 8.3.5) is 10.

This parameter is useful when you are doing remote job
submissions using HT Condor-G.

Parameter Name: GRIDMANAGER_MAX_SUBMITT]
Sample Value : Integer

ED a8y RERIGRESOLMRIGEthe number of jobs that a
condor_gridmanager daemon will submit to aresource. A
comma-separated list of pairsthat followsthisinteger lim-
it will specify limits for specific remote resources. Each
pair isahost name and thejob limit for that host. Consider
the example

GRI DMANAGER_MAX_SUBM TTED_JOBS_PER_RESOURCE =
200, foo.edu, 50,
bar.com 100.

In this example, al resources have a job limit of
200, except foo.edu, which has a limit of 50, and
bar.com, which has a limit of 100. Limits specif-
ic to grid types can be set by appending the name
of the grid type to the configuration variable name,
as the example GRIDMANAGER_MAX_SUBMIT-
TED_JOBS PER_RESOURCE_CREAM = 300 In this
example, the job limit for all CREAM resources is 300.
Defaults to 1000 ( as of version 8.3.5).

This parameter is useful when you are doing remote job

submissions using HT Condor-G.

Job Throttling Across Workflows

Issue: DAGMan throttling knobs are per workflow, and don't work across workflows. Is there any way to control

different types of jobs run at atime across workflows?

Solution: While not possible in all cases, it is possible to throttle different types of jobs across workflows if you con-
figurethe jobsto runin vanillauniverse by leverage HTCondor concurrency limits[http://research.cs.wisc.edu/htcon-
dor/manual/v8.2/3_12Setting_Up.htmlI#SECTION0041215000000000000000]. Most of the Pegasus generated jobs
( data transfer jobs and auxillary jobs such as create dir, cleanup and registration) execute in local universe where
concurrency limits don't work. To use this you need to do the following

1. Getthelocal universejobstorunlocaly invanillauniverse. Y ou can do this by associating condor profilesuniverse

and requirements in the site catalog for local site or in
executable. Hereis an example local site catalog entry.

<site handl e="l ocal " arch="x86_64" os="LI NUX">

dividually in the transformation catalog for each pegasus

<directory type="shared-scratch" path="/shared-scratch/local ">

<file-server operation="all" url="file:
</directory>

///shared-scratch/local "/>

<directory type="l| ocal -storage" path="/storage/l ocal ">

<file-server operation="all" url="file:
</directory>

to |l ocal
"uni ver se"

<!-- keys to make jobs schedul ed

<profil e namespace="condor" key=

<profil e namespace="condor" key=
</site>

///storagel/local />

site run on local site in vanilla universe -->

>vani | | a</profile>

"requirenents">(Machi ne=="submi t. exanpl e. cont') </ profil e>

Replace the Machine value in requirements with the hostname of your submit host.

2. Copy condor_config.pegasus file from share/pegasus/ht

Starting Pegasus 4.5.1 release, the following values for co

condor directory to your condor config.d directory.

ncurrency limits can be associated with different types of

jobs Pegasus creates. To enable the generation of concurrency limits with the jobs set the following property in your

propertiesfile.
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pegasus. condor. concurrency.limts

true

Table 11.7. Pegasus Job Types To Condor Concurrency Limits

Pegasus Job Type HTCondor Concurrency Limit Compatible with dis-
tributed condor_config.pegasus
Data Stagein Job pegasus_transfer.stagein
Data Stageout Job pegasus_transfer.stageout
Inter Site Data Transfer Job pegasus_transfer.inter
Worker Pacakge Staging Job pegasus_transfer.worker
Create Directory Job pegasus_auxillary.createdir
Data Cleanup Job pegasus_auxillary.cleanup
Replica Registration Job pegasus_auxillary.registration
Set XBit Job pegasus_auxillary.chmod
User Compute Job pegasus_compute
Note

It is not recommended to set limit for compute jobs unless you know what you are doing.
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Service Administration

Service Configuration

Create afile called servicepy in SHOME/.pegasus’ OR modify the lib/pegasus/python/Pegasus/service/defaults.py
file. The servuce can be configured using the properties described below.

Table 12.1. Pegasus Service Configuration Options

Property

Default Value

Description

SERVER_HOST

127.0.0.1

SERVER_HOST specifies the host-
name/network interface on which the
service listens for requests.

SERVER_PORT

5000

SERVER_PORT specifies the port
number on which the service listens
for requests.

CERTIFICATE

None

SSL certificate file used to encrypt
sessions. If no certificate, key filesare
provided the service will generate and
use self-signed certificates.

PRIVATE_KEY

None

SSL key file used to encrypt connec-
tions. If no certificate, key files are
provided the service will generate and
use self-signed certificates.

AUTHENTICATION

PAM A uthentication

By default the service uses PAM au-
thentication i.e. When prompted for a
username and password users can use
the credentialsthat they usetologin to
themachine. Userscan specify NoAu-
thentication to disable username/pass-
word prompt.

ADMIN_USERS

None

ADMIN_USERS can be used to spec-
ify which users have the ability to ac-
cessother usersworkflow info. If AD-
MIN_USERSisNone, False, or " then
users can only access their own work-
flow information. If ADMIN_USERS
is™'then all usersareadmin usersand
can access everyones workflow infor-
mation. If ADMIN_USERS={'ul’, ..,
‘'un'} OR['ul), .., 'un'] then only users
ul, .., un can access other users work-
flow information.

PROCESS_SWITCHING

True

File created by running Pegasuswork-
flows have permissions as per user
configuration. So one user migt not
be able to view workflow informa-
tion of other users. Setting PRO-
CESS_SWITCHING to True makes
the service change the process UID to
the UID of the user whose informa-
tion is being requested. pegasus-ser-
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Property Default Value Description

vice must be started as root for PRO-
CESS_SWITCHING to work. PRO-
CESS_SWITCHING can be set to

False.

USERNAME " The username which pegasus-em
client uses to connect to the pega-
Sus-em server.

PASSWORD " The password which pegasus-em
client uses to connect to the pega
Sus-em server.

All clients that connect to the web API will require the USERNAME and PASSWORD settings in the configuration
file.

Running the Service

Pegasus Service can be started using the pegasus-service command as follows

$ pegasus-service

By default, the server will start on https://localhost:5000 [http://localhost:5000]. Y ou can set the host and port in the
configuration file OR passit as a command line switch to pegasus-service as follows.

$ pegasus-service --host <SERVER HOSTNAME> --port <SERVER PORT>

Dashboard

The dashboard is automatically started when pegasus-service command is executed.

Running Pegasus Service under Apache HTTPD

Prerequisites Apache HTTPD, mod_ssl, and mod_wsgi to be installed.
To run pegasus-service under Apache HTTPD

1. Copy file share/pegasus/service/pegasus-servicewsgi to some other directory. We will refer to this directory as
<WSGI_FILE_DIR>.

Configure pegasus service by setting the AUTHENTICATION, PROCESS SWITCHING, and/or AD-
MIN_USERS propertiesin the <WSGI_FILE_DIR>/pegasus-servicewsgi file as desired.

2. Copy file share/pegasus/service/pegasus-service-httpd.conf to your Apache conf directory.

a. Replace PEGASUS PYTHON_EXTERNALS with absolute path to pegasus python externals directory. Exe-
cute pegasus-config --python-externals to get this path

b. Replace HOSTNAME with the hostname on which the server should listen for requests.

c. Replace DOCUMENT_ROOT with <WSGI_FILE_DIR>

d. Replace USER_NAME with the username as which the WSGIDaemonProcess should start

e. Replace GROUP_NAME with the groupname as which the WSGI DaemonProcess should start

f. Replace PATH_TO PEGASUS SERVICE_WSGI_FILE with <WSGI_FILE_DIR>/pegasus-service.wsgi
0. Replace PATH_TO_SSL_CERT with absolute location of your SSL certificate file

h. Replace PATH_TO_SSL_KEY with absolute location of your SSL private key file
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For additional mod_wsgi configuration refer to https://code.google.com/p/modwsgi/wiki/ConfigurationDirectives

Ensemble Manager

The ensemble manager is a service that manages collections of workflows called ensembles. The ensemble manager
is useful when you have a set of workflows you need to run over along period of time. It can throttle the number
of concurrent planning and running workflows, and plan and run workflows in priority order. A typical use-caseisa
user with 100 workflows to run, who needs no more than one to be planned at a time, and needs no more than two
to be running concurrently.

The ensemble manager also allows workflows to be submitted and monitored programmatically through its RESTful
interface, which makesit anideal platform for integrating workflowsinto larger applications such as science gateways
and portals.

To start the ensemble manager server, run:

$ pegasus-em server

Once the ensemble manager is running, you can create an ensemble with:

$ pegasus-em create nyruns

where "myruns’ is the name of the ensemble.

Then you can submit aworkflow to the ensemble by running:
$ pegasus-em submit nyruns.runl ./plan.sh runl. dax

Where the name of the ensemble is "myruns’, the name of the workflow is "runl", and "./plan.sh runl.dax" is the
command for planning the workflow from the current working directory. The planning command should either be a
direct invocation of pegasus-plan, or a shell script that calls pegasus-plan. If a shell script is used, then it should not
redirect the output of pegasus-plan, because the ensemble manager reads the output to determine whether pegasus-plan
succeeded and what is the submit directory of the workflow.

To check the status of your ensembles run:

$ pegasus-em ensenbl es

To check the status of your workflows run:

$ pegasus-em wor kf | ows nyruns

To check the status of a specific workflow, run:

$ pegasus-em status nyruns.runl

To help with debugging, the ensemble manager has an analyze command that emits diagnostic information about a
workflow, including the output of pegasus-analyzer, if possible. To analyze a workflow, run:

$ pegasus-em anal yze nyruns. runl

Ensembles can be paused to prevent workflows from being planned and executed. Workflows in a paused ensemble
will continue to run, but no new workflows will be planned or executed. To pause an ensemble, run:

$ pegasus-em pause nyruns
Paused ensembles can be reactivated by running:
$ pegasus-em activate nyruns

A workflow might fail during planning. In that case, run the analyze command to examine the planner output, make
the necessary corrections to the workflow configuration, and replan the workflow by running:

$ pegasus-em repl an nyruns.runl

A workflow might also fail during execution. In that case, run the analyze command to identify the issue, correct the
problem, and rerun the workflow by running:
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$ pegasus-emrerun myruns.runl

Workflows in an ensemble can have different priorities. These priorities are used to determine the order in which
workflows in the ensemble will be planned and executed. Priorities are specified using the '-p' option of the submit
command. They can also be modified after aworkflow has been submitted by running:

$ pegasus-em priority nyruns.runl -p 10
where 10 isthe desired priority. Higher values have higher priority, the default is 0, and negative values are allowed.

Each ensemble has a pair of throttles that limit the number of workflows that are concurrently planning and execut-
ing. These throttles are called max_planning and max_running. Max planning limits the number of workflowsin the
ensemble that can be planned concurrently. Max running limits the number of workflows in the ensemble that can be
running concurrently. These throttles are useful to limit the impact of planning on the memory usage of the submit
host, and the load on the submit host and remote site caused by concurrently running workflows. The throttles can be
specified with the -R" and '-P options of the create command. They can also be updated using the config command:

$ pegasus-emconfig nyruns.runl -P 1 -R 5
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Pegasus has configuration options to configure
1. the behavior of an individual job via profiles
2. the behavior of the whole system via properties

For job level configuration ( such as what environment a job is set with ), the Pegasus Workflow Mapper uses the
concept of profiles. Profiles encapsulate configurations for various aspects of dealing with the Grid infrastructure.
They provide an abstract yet uniform interface to specify configuration options for various layers from planner/map-
per behavior to remote environment settings. At various stages during the mapping process, profiles may be added
associated with the job. The system supports five diffferent namespaces, with each namespace refers to a different
aspect of ajob's runtime settings. A profile's representation in the executable workflow (e.g. the Condor submit files)
depends on its namespace. Pegasus supports the following Namespaces for profiles:

¢ env permits remote environment variables to be set.

¢ globus sets Globus RSL parameters.

« condor sets Condor configuration parameters for the submit file.

¢ dagman introduces Condor DAGMan configuration parameters.

« pegasus configures the behaviour of various planner/mapper components.

< hintsalowsto override site selection behavior of the planner. Can be specified only in the DAX.

Properties are primarily used to configure the behavior of the Pegasus WM S system at a global level. The properties
fileisactually ajava propertiesfile and follows the same conventions as that to specify the properties.

This chapter describes various types of profiles and properties, levels of priorities for intersecting profiles, and how
to specify profilesin different contexts.

Differences between Profiles and Properties

The main difference between properties and profilesis that profiles eventually get associated at a per job level in the
workflow. On the other hand, properties are away of configuring and controlling the behavior of the whole system.
While all profiles can be specified in the properties file, not all properties can be used as profiles. This section lists
out the properties supported by Pegasus and if any can be used asa profile, it is clearly indicated.

Profiles

Profile Structure Heading

All profiles are triples comprised of a namespace, a name or key, and a value. The namespace is a simple identifier.
Thekey has only meaning within its namespace, and it'syet another identifier. There are no constraints on the contents
of avaue

Profiles may be represented with different syntaxes in different context. However, each syntax will describe the un-
derlying triple.

Sources for Profiles

Profiles may enter the job-processing stream at various stages. Depending on the requirements and scope a profile is
to apply, profiles can be associated at

e asuser property settings.
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o dax level
¢ inthe site catalog
« inthe transformation catalog

Unfortunately, a different syntax applies to each level and context. This section shows the different profile sources
and syntaxes. However, at the foundation of each profile lies the triple of namespace, key and value.

User Profiles in Properties

Users can specify all profiles in the properties files where the property name is [namespace].key and value of the
property isthe value of the profile.

Namespace can be env|condor|globus/dagman|pegasus

Any profile specified as a property applies to the whole workflow i.e (al jobs in the workflow) unless overridden at
the DAX level , Site Catalog , Transformation Catalog Level.

Some profiles that they can be set in the propertiesfile are listed below
env. JAVA HOME "/ sof tware/ bin/java"

condor. periodic_rel ease 5

condor. peri odi c_renpove my_own_expression

condor.streamerror true

condor . stream out put fa

gl obus. maxwal I ti me 1000

gl obus. maxti me 900

gl obus. maxcputi ne 10

gl obus. proj ect test_project
gl obus. queue nRi n_queue

dagman. post . argunments --test arguments

dagnmen.retry 4

dagnman. post si npl e_exi t code

dagnman. post . pat h. si npl e_exi tcode /bin/exitcode/exitcode.sh
dagnan. post . scope al

dagnman. maxpre 12

dagnman. priority 13

dagnman. bi gj obs. maxj obs 1

pegasus. clusters.size 5

pegasus. stagein.clusters 3

Profiles in DAX

The user can associate profiles with logical transformationsin DAX. Environment settings required by ajob's appli-
cation, or a maximum estimate on the run-time are examples for profiles at this stage.

<j ob id="1D000001" nanespace="asdf" name="preprocess" version="1.0"
| evel ="3" dv-nanespace="voeckl er" dv-nanme="top" dv-version="1.0">
<argument>-a top -T10 -i <filenanme file="voeckler.f.a"/>
-o <filename file="voeckler.f.bl"/>
<filenane file="voeckler.f.b2"/></argunent>
<profil e namespace="pegasus" key="wal | ti me">2</profil e>
<profil e namespace="pegasus" key="di skspace">1</profil e>
& dr;
</j ob>

Profiles in Site Catalog

If it becomes necessary to limit the scope of a profile to a single site, these profiles should go into the site catalog.
A profile in the site catalog applies to al jobs and all application run at the site. Commonly, site catalog profiles set
environment settings likethe LD_LIBRARY_PATH, or globusrsl parameters like queue and project names.
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Currently, there is no tool to manipulate the site catalog, e.g. by adding profiles. Modifying the site catalog requires
that you load it into your editor.

The XML version of the site catalog uses the following syntax:
<profil e namespace="nanespace" key="key">val ue</profile>

<site handl e="CCG' arch="x86_64" os="LI NUX">
<grid type="gt5" contact="obelix.isi.edu/jobmanager-fork" schedul er="Fork"
j obtype="auxillary"/>

<directory type="shared-scratch" path="/shared-scratch">
<file-server operation="all" url="gsiftp://headnode.isi.edu/shared-scratch"/>
</directory>
<directory type="local -storage" path="/1ocal -storage">
<file-server operation="all" url="gsiftp://headnode.isi.edu/local -storage"/>
</directory>
<profil e namespace="pegasus" key="clusters. nunt>1</profil e>
<profil e namespace="env" key="PEGASUS_HOVE"'>/usr</profil e>
</site>

Profiles in Transformation Catalog

Some profiles require a narrower scope than the site catalog offers. Some profiles only apply to certain applications
on certain sites, or change with each application and site. Transformation-specific and CPU-specific environment
variables, or job clustering profiles are good candidates. Such profiles are best specified in the transformation catal og.

Profiles associate with a physica transformation and site in the transformation catalog. The Database version of the
transformation catal og also permits the convenience of connecting a transformation with a profile.

The Pegasus tc-client tool is a convenient hel per to associate profiles with transformation catalog entries. As benefit,
the user does not have to worry about formats of profiles in the various transformation catalog instances.

tc-client -a -P -E -p /hone/ shar ed/ execut abl es/ anal yze -t | NSTALLED -r isi_condor -e
env: : GLOBUS_LOCATI ON=&r dquor ; / honme/ shar ed/ gl obus&r dquor

The above example adds an environment variable GLOBUS_LOCATION to the application /home/shared/executa-
bles/analyze on siteisi_condor. The transformation catalog guide has more details on the usage of the tc-client.

tr exanple::keg:1.0 {

#specify profiles that apply for all the sites for the transformation
#in each site entry the profile can be overriden

profile env "APP_HOME" "/tnp/ nyscratch”
profile env "JAVA HOVE' "/opt/javal/l.6"

site isi {
profile env "HELL0" "WORLD'
profile condor "FOO' "bar"
profile env "JAVA HOME" "/bin/java.1.6"
pfn "/path/tol keg"
arch "x86"
os "linux"
osrel ease "fc"
osversion "4"
type "I NSTALLED'

si

te wind {
profile env "CPATH' "/usr/cpath"
profile condor "universe" "condor"
pfn "file:///path/to/keg"
arch "x86"
os "linux"
osrel ease "fc"
osversion "4"
type " STAGEABLE'
}
}

Most of the users prefer to edit the transformation catalog file directly in the editor.
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Profiles Conflict Resolution

Irrespective of where the profiles are specified, eventualy the profiles are associated with jobs. Multiple sources
may specify the same profile for the same job. For instance, DAX may specify an environment variable X. The site
catalog may also specify an environment variable X for the chosen site. The transformation catalog may specify an
environment variable X for the chosen site and application. When the job is concretized, these three conflicts need
to be resolved.

Pegasus defines a priority ordering of profiles. The higher priority takes precedence (overwrites) a profile of alower
priority.

1. Transformation Catalog Profiles
2. Site Catalog Profiles
3. DAX Profiles

4. Profilesin Properties

Details of Profile Handling

The previous sections omitted some of the finer details for the sake of clarity. To understand some of the constraints
that Pegasus imposes, it is required to look at the way profiles affect jobs.

Details of env Profiles

Profiles in the env namespace are translated to a semicolon-separated list of key-value pairs. The list becomes the
argument for the Condor environment command in the job's submit file.

# Pegasus W5 SUBM T FI LE GENERATOR
# DAG : bl ack-dianond, Index = 0, Count =1
# SUBM T FI LE NAME : findrange_| DO00002. sub

gl obusrsl = (j obtype=single)

envi ronment =GLOBUS_LOCATI ON=/ shar ed/ gl obus; LD LI BRARY_PATH=/ shar ed/ gl obus/1i b
execut abl e = /shared/ sof tware/ | i nux/ pegasus/ def aul t/ bi n/ ki ckstart

gl obusschedul er = col unbus. i si . edu/j obmanager - condor

renote_initialdir = /shared/ CONDOR/ wor kdi r/i si _hourgl ass

uni verse = gl obus

&nl dr

queue

# END OF SUBM T FILE
Condor-G, in turn, will trand ate the environment command for any remote job into Globus RSL environment settings,

and append them to any existing RSL syntax it generates. To permit proper mixing, all environment setting should
solely use the env profiles, and none of the Condor nor Globus environment settings.

If kickstart starts ajob, it may make use of environment variables in its executable and arguments setting.
Details of globus Profiles

Profiles in the globus Namespaces are trandlated into a list of paranthesis-enclosed equal-separated key-value pairs.
The list becomes the value for the Condor globusrdl setting in the job's submit file:

# Pegasus WVB SUBM T FI LE GENERATOR
# DAG : bl ack-dianond, Index = 0, Count =1
# SUBM T FI LE NAME : findrange_| DO00002. sub

gl obusrsl = (j obtype=singl e) (queue=fast) (project=nvo)

execut abl e = /shared/ sof tware/ | i nux/ pegasus/ def aul t/ bi n/ ki ckstart
gl obusschedul er = col unbus. i si . edu/j obmanager - condor
renote_initialdir = /shared/ CONDOR/ wor kdi r/i si _hourgl ass

uni verse = gl obus

&nl dr

queue
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# END OF SUBM T FILE

For this reason, Pegasus prohibits the use of the globusrsl key in the condor profile namespace.

The Env Profile Namespace

The env namespace allows users to specify environment variables of remote jobs. Globus transports the environment
variables, and ensure that they are set before the job starts.

The key used in conjunction with an env profile denotes the name of the environment variable. The value of the profile
becomes the value of the remote environment variable.

Grid jobs usually only set a minimum of environment variables by virtue of Globus. Y ou cannot compare the envi-
ronment variables visible from an interactive login with those visible to agrid job. Thus, it often becomes necessary
to set environment variableslike LD_LIBRARY_PATH for remote jobs.

If you use any of the Pegasus worker package tools like transfer or the rc-client, it becomes necessary to set PE-
GASUS _HOME and GLOBUS_LOCATION even for jobs that run locally

Table 13.1. Useful Environment Settings

Key Attributes Description

Property Key: env.PEGASUS HOME Used by auxillary jobs created by Pegasus both on remote
Profile Key: PEGASUS HOME site and local site. Should be set usualy set in the Site
Scope  : TC, SC, DAX, Properties Catalog for the sites

Since :20

Type : String

Property Key: env.GLOBUS _LOCATION Used by auxillary jobs created by Pegasus both on remote
Profile Key: GLOBUS_LOCATION site and local site. Should be set usualy set in the Site
Scope  : TC, SC, DAX, Properties Catalog for the sites

Since :20

Type : String

Property Key: env.LD_LIBRARY_PATH Point this to $GLOBUS_LOCATION/lib, except you
Profile Key: LD_LIBRARY_PATH cannot use the dollar variable. Y ou must use the full path.
Scope  : TC, SC, DAX, Properties Applies to both, local and remote jobs that use Globus
Since :20 components and should be usually set in the site catalog
Type : String for the sites

Even though Condor and Globus both permit environment variable settings through their profiles, all remote environ-
ment variables must be set through the means of env profiles.

The Globus Profile Namespace

The globus profile namespace encapsul ates Globus resource specification language (RSL) instructions. The RSL con-
figures settings and behavior of the remote scheduling system. Some systems require queue name to schedule jobs, a
project name for accounting purposes, or a run-time estimate to schedule jobs. The Globus RSL addresses all these
issues.

A key in the globus namespace denotes the command name of an RSL instruction. The profile value becomes the
RSL value. Even though Globus RSL is typically shown using parentheses around the instruction, the out pair of
parenthesesis not necessary in globus profile specifications

Thetable below shows some commonly used RSL instructions. For an authoritativelist of all possible RSL instructions
refer to the Globus RSL specification.

Table 13.2. Useful Globus RSL Instructions

Property Key Description

Property Key: globus.count the number of times an executable is started.
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Profile Key: count

Scope  : TC, SC, DAX, Properties
Since :20
Type : Integer

Property Key: globus.jobtype
Profile Key: jobtype

Scope : TC, SC, DAX, Properties
Since 120
Type : String

specifies how the job manager should start the remotejob.
While Pegasus defaults to single, use mpi when running
MPI jabs.

Property Key: globus.maxcputime
Profile Key: maxcputime

Scope : TC, SC, DAX, Properties
Since 120
Type . Integer

the max CPU time in minutes for a single execution of a
job.

Property Key: globus.maxmemory
Profile Key: maxmemory

Scope  : TC, SC, DAX, Properties
Since :20
Type . Integer

the maximum memory in MB required for the job

Property Key: globus.maxtime
Profile Key: maxtime

Scope  : TC, SC, DAX, Properties
Since :20
Type : Integer

the maximum time or walltime in minutes for asingle ex-
ecution of ajob.

Property Key: globus.maxwalltime
Profile Key: maxwalltime

Scope : TC, SC, DAX, Properties
Since 120
Type . Integer

the maximum walltime in minutes for a single execution
of ajob.

Property Key: globus.minmemory
Profile Key: minmemory

Scope : TC, SC, DAX, Properties
Since 120
Type . Integer

the minumum amount of memory required for thisjob

Property Key: globus.project
Profile Key: project

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

associates an account with a job at the remote end.

Property Key: globus.queue
Profile Key: queue

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

the remote queue in which the job should be run. Used
when remote scheduler is PBS that supports queues.

Pegasus prevents the user from specifying certain RSL instructions as globus profiles, because they are either auto-
matically generated or can be overridden through some different means. For instance, if you need to specify remote
environment settings, do not use the environment key in the globus profiles. Use one or more env profilesinstead.

Table 13.3. RSL Instructionsthat are not permissible

Key Reason for Prohibition

arguments you specify arguments in the arguments section for a job
inthe DAX

directory the site catalog and properties determine which directory

ajobwill runin.
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environment use multiple env profilesinstead

executable the physical executableto beused isspecified inthetrans-
formation catalog and is also dependant on the gridstart
module being used. If you are launching jobs viakickstart
then the executable created is the path to kickstart and the
application executable path appears in the arguments for
kickstart

stdin you specify in the DAX for the job

stdout you specify in the DAX for the job

stderr you specify in the DAX for the job

The Condor Profile Namespace

The Condor submit file controlsevery detail how and whereajobisrun. The condor profilespermit to add or overwrite

instructions in the Condor submit file.

The condor namespace directly sets commands in the Condor submit file for a job the profile applies to. Keysin
the condor profile namespace denote the name of the Condor command. The profile value becomes the command's
argument. All condor profiles are translated into key=value lines in the Condor submit file

Some of the common condor commands that a user may need to specify are listed below. For an authoritative list
refer to the online condor documentation. Note: Pegasus Workflow Planner/Mapper by default specify alot of condor
commands in the submit files depending upon the job, and where it is being run.

Table 13.4. Useful Condor Commands

Property Key

Description

Property Key: condor.universe
Profile Key: universe

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

Pegasus defaults to either globus or scheduler universes.
Set to standard for compute jobsthat require standard uni-
verse. Set to vanillato run natively in a condor pool, or to
run on resources grabbed via condor glidein.

Property Key: condor.periodic_release
Profile Key: periodic_release

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

is the number of times job is released back to the queue
if it goes to HOLD, e.g. due to Globus errors. Pegasus
defaultsto 3.

Property Key: condor.periodic_remove
Profile Key: periodic_remove

Scope : TC, SC, DAX, Properties
Since 120
Type : String

isthe number of timesajob is allowed to get into HOLD
state before being removed from the queue. Pegasus de-
faultsto 3.

Property Key: condor.filesystemdomain
Profile Key: filesystemdomain

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

Useful for Condor glide-insto pin ajob to aremote site.

Property Key: condor.stream_error
Profile Key: stream_error

Scope  : TC, SC, DAX, Properties
Since :20
Type : Boolean

booleanto turn on the streaming of the stderr of theremote
job back to submit host.

Property Key: condor.stream_output
Profile Key: stream_output
Scope  : TC, SC, DAX, Properties

boolean to turn on the streaming of the stdout of the re-
mote job back to submit host.
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120
: Boolean

Since
Type

Property Key: condor.priority
Profile Key: priority

Scope : TC, SC, DAX, Properties
Since 120
Type : String

integer value to assign the priority of ajob. Higher value
means higher priority. The priorities are only applied for
vanilla/ standard/ local universe jobs. Determines the or-
der in which a users own jobs are executed.

Property Key: condor.request_cpus
Profile Key: request_cpus

Scope : TC, SC, DAX, Properties
Since 120
Type : String

New in Condor 7.8.0 . Number of CPU's ajob requires.

Property Key: condor.request_gpus
Profile Key: request_cpus

Scope  : TC, SC, DAX, Properties
Since :4.6
Type : String

Number of GPU's ajob requires.

Property Key: condor.request_memory
Profile Key: request_memory

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

New in Condor 7.8.0 . Amount of memory ajob requires.

Property Key: condor.request_disk
Profile Key: request_disk

Scope : TC, SC, DAX, Properties
Since 120
Type : String

New in Condor 7.8.0 . Amount of disk ajob requires.

Other useful condor keys, that advanced users may find useful and can be set by profiles are

1. should_transfer_files
2. transfer_output

3. transfer_error

4. whentotransferoutput
5.

requirements

6. rank

Pegasus preventsthe user from specifying certain Condor commandsin condor profiles, becausethey are automatically
generated or can be overridden through some different means. The table below shows prohibited Condor commands.

Table 13.5. Condor commands prohibited in condor profiles

Key Reason for Prohibition

arguments you specify arguments in the arguments section for a job
inthe DAX

environment use multiple env profilesinstead

executable the physical executableto beused is specified inthetrans-

formation catalog and is also dependant on the gridstart
module being used. If you are launching jobs viakickstart
then the executabl e created is the path to kickstart and the
application executable path appears in the arguments for
kickstart
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The Dagman Profile Namespace

DAGMan is Condor's workflow manager. While planners generate most of DAGMan's configuration, it is possible to
tweak certain job-related characteristics using dagman profiles. A dagman profile can be used to specify aDAGMan
pre- or post-script.

Pre- and post-scripts execute on the submit machine. Both inherit the environment settings from the submit host when
pegasus-submit-dag or pegasus-run isinvoked.

By defaullt, kickstart launchesall jobs except standard universe and MPI jobs. Kickstart tracks the execution of thejob,
and returns usage statistics for the job. A DAGMan post-script starts the Pegasus application exitcode to determine,
if the job succeeded. DAGMan receives the success indication as exit status from exitcode.

If you need to run your own post-script, you have to take over the job success parsing. The planner is set up to pass
the file name of the remote job's stdout, usually the output from kickstart, as sole argument to the post-script.

The table below shows the keys in the dagman profile domain that are understood by Pegasus and can be associated
at aper job basis.

Table 13.6. Useful dagman Commandsthat can be associated at a per job basis

Property Key Description

Property Key: dagman.pre is the path to the pre-script. DAGMan executes the pre-
Profile Key: PRE script before it runs the job.

Scope : TC, SC, DAX, Properties

Since :20

Type : String

Property Key: dagman.pre.arguments are command-line arguments for the pre-script, if any.

Profile Key: PRE ARGUMENTS
Scope  : TC, SC, DAX, Properties

Since :20

Type : String

Property Key: dagman.post is the postscript type/mode that a user wants to associate
Profile Key: POST with ajab.

Scope  : TC, SC, DAX, Properties

Since 20 1. pegasus-exitcode - pegasus will by default associate
Type : String this postscript with al jobs launched via kickstart, as

long the POST.SCOPE value is not set to NONE.

2. none -means that no postscript is generated for the
jobs. Thisisuseful for MPI jobs that are not launched
viakickstart currently.

3. any legal identifier - Any other identifier of the form
([_A-Za-Z][_A-Zaz0-9]*), than one of the 2 reserved
keywords above, signifies a user postscript. This al-
lows the user to specify their own postscript for the
jobsin the workflow. The path to the postscript can be
specified by the dagman profile POST.PATH.[valu€]
where[value] isthislegal identifier specified. The user
postscript is passed the name of the .out file of the job
as the last argument on the command line.

For e.g. if the following dagman profiles were associ-
ated with ajob X

a. POST with value user_script /bin/user_postscript

b. POST.PATH.user_script with value /path/to/user/
script
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c. POST.ARGUMENTS with value -verbose

then the following postscript will be associated with
thejob X inthe .dag file

/path/to/user/script -verbose X.out where X.out con-
tains the stdout of the job X

Property Key: dagman.post.path.[value of dagman.post]
Profile Key: post.path.[value of dagman.post]

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

the path to the post script on the submit host.

Property Key: dagman.post.arguments
Profile Key: POST. ARGUMENTS

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

arethe command line argumentsfor the post script, if any.

Property Key: dagman.retry
Profile Key: RETRY

Scope : TC, SC, DAX, Properties
Since 120

Type . Integer

Default : 1

isthe number of times DAGMan retriesthe full job cycle
from pre-script through post-script, if failure was detect-
ed.

Property Key: dagman.category
Profile Key: CATEGORY

Scope : TC, SC, DAX, Properties
Since 120
Type : String

the DAGMan category the job belongs to.

Property Key: dagman.priority
Profile Key: PRIORITY

Scope  : TC, SC, DAX, Properties
Since :20
Type . Integer

the priority to apply to ajob. DAGMan uses thisto select
what jobs to release when MAXJOBS is enforced for the
DAG.

Property Key: dagman.abort-dag-on
Profile Key: ABORT-DAG-ON

Scope : TC, DAX,
Since  :45
Type : String

The ABORT-DAG-ON key word provides away to abort
theentire DAG if agiven node returns aspecific exit code
(AbortExitValue). The syntax for the value of the key is
AbortExitValue [RETURN DAGReturnValue] . When a
DAG aborts, by default it exits with the node return val-
ue that caused the abort. This can be changed by using
theoptional RETURN key word aong with specifying the
desired DAGReturnVaue

Thetable below showsthe keysin the dagman profile domain that are understood by Pegasus and can be used to apply
to the whole workflow. These are used to control DAGMan's behavior at the workflow level, and are recommended

to be specified in the propertiesfile.

Table 13.7. Useful dagman Commands that can be specified in the propertiesfile.

Property Key

Description

Property Key: dagman.maxpre
Profile Key: MAXPRE

Scope  : Properties
Since :20
Type : String

sets the maximum number of PRE scriptswithinthe DAG
that may be running at one time

Property Key: dagman.maxpost
Profile Key: MAXPOST

sets the maximum number of POST scripts within the
DAG that may be running at onetime
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Scope  : Properties
Since :20
Type : String

Property Key: dagman.maxjobs
Profile Key: MAXJOBS

Scope  : Properties
Since :20
Type : String

sets the maximum number of jobs within the DAG that
will be submitted to Condor at one time.

Property Key: dagman.maxidle
Profile Key: MAXIDLE

Scope  : Properties
Since :20
Type : String

Sets the maximum number of idle jobs allowed before
HTCondor DAGMan stops submitting more jobs. Once
idle jobs start to run, HTCondor DAGMan will resume
submitting jobs. If the option is omitted, the number of
idlejobsis unlimited.

Property Key: dagman.[CATEGORY -NAME].maxjobs
Profile Key: [CATEGORY-NAME].MAXJOBS

Scope  : Properties
Since :20
Type : String

isthevalue of maxjobsfor aparticular category. Userscan
associate different categoriesto thejobsat aper job basis.
However, the value of a dagman knob for a category can
only be specified at aper workflow basisin the properties.

Property Key: dagman.post.scope
Profile Key: POST.SCOPE

Scope  : Properties
Since :20
Type : String

scope for the postscripts.

1. If settoall , means each job in the workflow will have
a postscript associated with it.

. If set to none, means no job has postscript associated
with it. None mode should be used if you are running
vanilla/ standard/ local universe jobs, as in those cas-
es Condor traps the remote exitcode correctly. None
scope is not recommended for grid universe jobs.

. If set to essential, means only essential jobs have post
scripts associated with them. At present the only non
essential job isthe replicaregistration job.

The Pegasus Profile Namespace

The pegasus profiles allow users to configure extra options to the Pegasus Workflow Planner that can be applied
selectively to ajob or agroup of jobs. Site selectors may use a sub-set of pegasus profiles for their decision-making.

The table below shows some of the useful configuration option Pegasus understands.

Table 13.8. Useful pegasus Profiles.

Property Key

Description

Property Key: pegasus.clusters.num
Profile Key: clusters.num

Scope  : TC, SC, DAX, Properties
Since :3.0
Type . Integer

Please refer to the Pegasus Clustering Guide for detailed
description. This option determines the total number of
clusters per level. Jobs are evenly spread across clusters.

Property Key: pegasus.clusters.size
Profile Key: clusters.size

Scope  : TC, SC, DAX, Properties
Since :3.0
Type . Integer

Please refer to the Pegasus Clustering Guide for detailed
description. This profile determines the number of jobsin
each cluster. The number of clusters depends on the total
number of jobs on the level.

Property Key: pegasus.job.aggregator
Profile Key: job.aggregator

Scope @ TC, SC, DAX, Properties
Since :20

Indicates the clustering executable that is used to run the
clustered job on the remote site.
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Type : Integer

Property Key: pegasus.gridstart
Profile Key: gridstart

Scope : TC, SC, DAX, Properties
Since 120
Type : String

Determines the executable for launching ajob. This cov-
ersboth tasks ( jobs specified by the user in the DAX) and
additional jobs added by Pegasus during the planning op-
eration. Possible values are Kickstart | NoGridStart | Pe-
gasusLite | Distribute at the moment.

Note

This profile should only be set by users if you
know what you are doing. Otherwise, let Pega-
sus do the right thing based on your configura-
tion.

Kickstart By default, al jobs executed are
launched using a lightweight C exe-
cutable called pegasus-kickstart. This
generates valuable runtime prove-
nance information for the job asiit is
executed on aremote node. Thisinfor-
meation serves asthe basisfor the mon-
itoring and debugging capabilities pro-
vided by Pegasus.

NoGridStart Thisexplicity disablesthewrapping of
the jobs with pegasus-kickstart. This
is internally used by the planner to
launch dax jobs directly. If thisis set,
then the information populated in the
monitording databaseis on the basis of
what is recorded in the DAGMan out
file.

PegasusL ite This value is automatically associat-
ed by the Planner whenever the job
runsin either nonsharedfs or condorio
mode. The property pegasus.data.con-
figuration decides whether a job is
launched via PegasusL ite or not. Pega-
susLiteisalightweight Pegasus wrap-
per generated for each job that allows
ajob to run in a nonshared file sys-
tem environment and isresponsiblefor
staging in the input data and staging
out the output data back to a remote
staging site for the job.

Distribute This wrapper is a HubZero specfiic
wrapper that allows compute jobs that
are scheduled for alocal PBS cluster
to be run locally on the submit host.
The jobs are wrapped with a distribute
wrapper that is responsible for doing
the gsub and tracking of the status of
the jobsin the PBS cluster.

Property Key: pegasus.gridstart.path
Profile Key: gridstart.path

Scope  : TC, SC, DAX, Properties
Since :20

Setsthe path to the gridstart . Thisprofileisbest setinthe
Site Catalog.
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Type : file path

Property Key: pegasus.gridstart.arguments
Profile Key: gridstart.arguments

Scope : TC, SC, DAX, Properties
Since 120
Type : String

Setsthe arguments with which GridStart is used to launch
ajob on the remote site.

Property Key: pegasus.stagein.clusters
Profile Key: stagein.clusters

Scope : TC, SC, DAX, Properties
Since 1 4.0
Type . Integer

This key determines the maximum number of stage-in
jobs that are can executed locally or remotely per com-
pute site per workflow. Thisis used to configure the Bal-
ancedCluster Transfer Refiner, which is the Default Re-
finer used in Pegasus. This profile is best set in the Site
Catalog or in the Propertiesfile

Property Key: pegasus.stagein.local.clusters
Profile Key: stagein.local.clusters

Scope  : TC, SC, DAX, Properties
Since :4.0
Type . Integer

Thiskey providesfiner grained control in determining the
number of stage-in jobs that are executed locally and are
responsible for staging data to a particular remote site.
This profile is best set in the Site Catalog or in the Prop-
ertiesfile

Property Key: pegasus.stagein.remote.clusters
Profile Key: stagein.remote.clusters

Scope  : TC, SC, DAX, Properties
Since :4.0
Type : Integer

Thiskey providesfiner grained control in determining the
number of stage-in jobsthat are executed remotely on the
remote site and are responsible for staging datato it. This
profile is best set in the Site Catalog or in the Properties
file

Property Key: pegasus.stageout.clusters
Profile Key: stageout.clusters

Scope : TC, SC, DAX, Properties
Since 1 4.0
Type . Integer

This key determines the maximum number of stage-out
jobsthat are can executed locally or remotely per compute
site per workflow. Thisis used to configure the Balanced-
Cluster Transfer Refiner, , which is the Default Refiner
used in Pegasus.

Property Key: pegasus.stageout.local .clusters
Profile Key: stageout.local.clusters

Scope : TC, SC, DAX, Properties
Since 1 4.0
Type . Integer

Thiskey providesfiner grained control in determining the
number of stage-out jobsthat are executed locally and are
responsible for staging data from a particular remote site.
This profile is best set in the Site Catalog or in the Prop-
ertiesfile

Property Key: pegasus.stageout.remote.clusters
Profile Key: stageout.remote.clusters

Scope  : TC, SC, DAX, Properties
Since :4.0
Type . Integer

Thiskey providesfiner grained control in determining the
number of stage-out jobsthat are executed remotely onthe
remote site and are responsible for staging data from it.
This profile is best set in the Site Catalog or in the Prop-
ertiesfile

Property Key: pegasus.group
Profile Key: group

Scope  : TC, SC, DAX, Properties
Since :20
Type : String

Tags ajob with an arbitrary group identifier. The group
site selector makes use of the tag.

Property Key: pegasus.change.dir
Profile Key: change.dir

Scope : TC, SC, DAX, Properties
Since 120
Type : Boolean

If true, tells kickstart to change into the remote working
directory. Kickstart itself is executed in whichever direc-
tory the remote scheduling system chose for the job.

Property Key: pegasus.create.dir
Profile Key: create.dir

Scope : TC, SC, DAX, Properties
Since 120
Type : Boolean

If true, tellskickstart to create the the remote working di-
rectory before changing into the remote working directo-
ry. Kickstart itself is executed in whichever directory the
remote scheduling system chose for the job.

Property Key: pegasus.transfer.proxy
Profile Key: transfer.proxy
Scope  : TC, SC, DAX, Properties

If true, tells Pegasus to explicitly transfer the proxy for
transfer jobs to the remote site. Thisis useful, when you
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120
: Boolean

Since
Type

want to use afull proxy at the remote end, instead of the
limited proxy that is transferred by CondorG.

Property Key: pegasus.style
Profile Key: style

Scope : TC, SC, DAX, Properties
Since 120
Type : String

Sets the condor submit file style. If set to globus, submit
file generated refers to CondorG job submissions. If set
to condor, submit file generated refers to direct Condor
submission to thelocal Condor pool. It appliesfor glidein,
where nodes from remote grid sites are glided into the lo-
cal condor pool. Thedefault stylethat isappliedisglobus.

Property Key: pegasus.pmc_request_memory
Profile Key: pmc_request_memory

Scope : TC, SC, DAX, Properties
Since 1 4.2
Type . Integer

Thiskey isused to set the -m option for pegasus-mpi-clus-
ter. It specifiesthe amount of memory in MB that ajob re-
quires. Thisprofileisusually set inthe DAX for each job.

Property Key: pegasus.pmc_request_cpus
Profile Key: pmc_request_cpus

Scope  : TC, SC, DAX, Properties
Since :4.2
Type . Integer

Thiskey isused to set the -c option for pegasus-mpi-clus-
ter. It specifies the number of cpu's that a job requires.
This profileisusually set inthe DAX for each job.

Property Key: pegasus.pmc_priority
Profile Key: pmc_priority

Scope  : TC, SC, DAX, Properties
Since :4.2
Type : Integer

Thiskey isused to set the -p option for pegasus-mpi-clus-
ter. It specifies the priority for ajob . This profileis usu-
aly set in the DAX for each job. Negative values are al-
lowed for priorities.

Property Key: pegasus.pmc_task_arguments
Profile Key: pmc_task_arguments

Scope : TC, SC, DAX, Properties
Since 1 4.2
Type : String

The key is used to pass any extra arguments to the PMC
task during the planning time. They are added to the very
end of the argument string constructed for the task in the
PMC file. Hence, allows for overriding of any argument
constructed by the planner for any particular task in the
PMC job.

Property Key: pegasus.exitcode.failuremsg
Profile Key: exitcode.failuremsg

Scope : TC, SC, DAX, Properties
Since 144
Type : String

The message string that pegasus-exitcode searches for in
the stdout and stderr of the job to flag failures.

Property Key: pegasus.exitcode.successmsg
Profile Key: exitcode.successmsgy

Scope  : TC, SC, DAX, Properties
Since :44
Type : String

The message string that pegasus-exitcode searches for in
the stdout and stderr of the job to determine whether a
job logged it's success message or not. Note thisvalueis
used to check for whether ajob failed or not i.eif thispro-
file is specified, and pegasus-exitcode DOES NOT find
the string in the job stdout or stderr, the job is flagged as
failed. The complete rules for determining failure are de-
scribed in the man page for pegasus-exitcode.

Property Key: pegasus.checkpoint.time
Profile Key: checkpoint_time

Scope  : TC, SC, DAX, Properties
Since :45
Type : Integer

the expected timein minutesfor ajob after whichit should
be sent a TERM signal to generate a job checkpoint file

Property Key: pegasus.maxwalltime
Profile Key: maxwalltime

Scope : TC, SC, DAX, Properties
Since 145
Type . Integer

the maximum walltime in minutes for a single execution
of ajob.

Property Key: pegasus.glite.arguments
Profile Key: glitearguments
Scope : TC, SC, DAX, Properties

specifies the extra arguments that must appear in the local
PBS generated script for ajob, when running workflows
on alocal cluster with submissions through Glite. Thisis
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145
: String

Since
Type

useful when you want to pass through special options to
underlying LRMS such as PBS e.g. you can set value -
| walltime=01:23:45 -| nodes=2 to specify your job's re-
source regquirements.

Profile Key: auxillary.local

Scope :SC
Since :4.6
Type : Boolean

indicates whether auxillary jobs associated with a com-
pute site X, can berun on local site. ThisCAN ONLY be
specified as a profile in the site catalog and should be set
when the compute site filesystem is accessible locally on
the submit host.

Profile Key: condor.arguments.quote

Scope  : SC, Properties
Since :4.6
Type : Boolean

Property Key: pegasus.condor.arguments.quote

indicates whether condor quoting rules should be applied
for writing out the arguments key in the condor submit
file. By defaultitistrueunlessthejobisscheduletoaglite
style site. The value is automatically set to false for glite
style sites, as condor quoting is broken in batch_gahp.

Task Resource Requirements Profiles

Startng Pegasus 4.6.0 Release, users can specify pegasus profiles to describe resources requirements for their job. The
planner will automatically translate them to appropriate execution environment specific directives. For example, the
profiles are automatically translated to Globus RSL keys if submitting job via CondorG to remote GRAM instances,
Condor Classad keys when running in a vanilla condor pool and to appropriate shell variables for Glite that can be
picked up by theloca attributes.sh. The profiles are described below.

Table 13.9. Task Resour ce Requirement Profiles.

Property Key

Description

Property Key: pegasus.runtime
Profile Key: runtime

Scope  : TC, SC, DAX, Properties
Since :20
Type - Long

This profile specifies the expected runtime of ajob in sec-
onds. Refer to the Pegasus Clustering Guide for descrip-
tion on using it for runtime clustering.

Property Key: clusters.maxruntime
Profile Key: pegasus.clusters.maxruntime

Scope : TC, SC, DAX, Properties
Since 1 4.0
Type . Integer

Please refer to the Pegasus Clustering Guide for detailed
description. This profile specifies the maximum runtime
of ajob.

Property Key: pegasus.cores
Profile Key: cores

Scope  : TC, SC, DAX, Properties
Since :4.0
Type . Integer

The total number of cores, required for ajob. Thisisalso
used for accounting purposesin the database while gener-
ating statistics. It corresponds to the multiplier_factor in
the job_instance table described here.

Property Key: pegasus.nodes
Profile Key: nodes

Scope  : TC, SC, DAX, Properties
Since :4.6
Type : Integer

Indicates the the number of nodes ajob reguires.

Property Key: pegasus.ppn
Profile Key: ppn

Scope  : TC, SC, DAX, Properties
Since :4.6
Type . Integer

Indicates the number of processors per node . Thisprofile
isbest set in the Site Catal og and usually set when running
workflows with MPI jobs.

Property Key: pegasus.memory
Profile Key: memory

Scope : TC, SC, DAX, Properties
Since 1 4.6
Type : Long

Indicates the maximum memory ajob requiresin MB.
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Property Key: pegasus.diskspace I ndicates the maximum diskspace a job requiresin MB.
Profile Key: diskspace

Scope  : TC, SC, DAX, Properties

Since :4.6

Type : Long

The automatic translation to various execution environment specific directives is explained below. It isimportant, to
note that execution environment specific keys take precedence over the Pegasus profile keys. For example, Globus
profile key maxruntime will be preferred over Pegasus profile key runtime when running jobs via HTCondorG.

Table 13.10. Table mapping trandation of Pegasus Task Requirements to corresponding
execution environment keys.

Pegasus Task Resource Corresponding Corresponding Con- KEY in +re-
Requirement Profile Key GlobusRSL Key dor Classad Key mote_cerequirements
classad for GLITE
runtime maxruntime - WALLTIME
cores count request_cpus CORES
nodes hostcount - NODES
ppn xcount - PROCS
memory maxmemory request_memory PER_PROCESS MEMO-
RY
diskspace - request_diskspace -

The Hints Profile Namespace

The hints namespace allows users to override the behavior of the Workflow Mapper during site selection. This gives
you finer grained control over where ajob executes and what executable it refers to. The hints namespace keys ( exe-
cution.site and pfn ) can only be specified in the DAX. It isimportant to note that these particular keys once specified
in the DAX, cannot be overriden like other profiles.

Table 13.11. Useful Hints Profile Keys

Key Attributes Description

Property Key: N/A the execution site where a job should be executed.

Profile Key: execution.site

Scope : DAX

Since :45

Type : String

Property Key: N/A the physical file name to the main executable that a job

Profile Key: pfn refers to. Overrides any entries specified in the transfor-

Scope  : TC, SC, DAX, Properties mation catal og.

Since :45

Type : String

Property Key: hints.grid.jobtype applicable when submitting to remote sites via GRAM.

Profile Key: grid.jobtype The site catalog alows you to associate multiple job-

Scope  : TC, SC, DAX, Properties managers with a GRAM site, for different type of jobs

Since :45 [compute, auxillary, transfer, register, cleanup ] that Pe-

Type : String gasus generates in the executable workflow. This pro-
file is usually used to ensure that a compute job exe-
cutes on another job manager. For example, if in site cata-
log you have headnode.exampl e.com/jobmanager-condor
for compute jobs, and headnode.example.com/jobmanag-
er-fork for auxillary jobs. Associating this profile and set-
ting value to auxillary for a compute job, will cause the
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compute job to run on the fork jobmanager instead of the
condor jobmanager.

Properties

Properties are primarily used to configure the behavior of the Pegasus Workflow Planner at a global level. The prop-
ertiesfileisactually ajava properties file and follows the same conventions as that to specify the properties.

Please note that the values rely on proper capitalization, unless explicitly noted otherwise.

Some propertiesrely with their default on the value of other properties. Asanotation, the curly bracesrefer to thevalue
of the named property. For instance, ${ pegasus.home} meansthat the val ue depends on the val ue of the pegasus.home
property plus any noted additions. You can use this notation to refer to other properties, though the extent of the
subsitutions are limited. Usually, you want to refer to a set of the standard system properties. Nesting is not allowed.
Substitutions will only be done once.

There is a priority to the order of reading and evaluating properties. Usually one does not need to worry about the
priorities. However, it is good to know the details of when which property applies, and how one property is able to
overwrite another. The following isamutually exclusive list ( highest priority first ) of property file locations.

1. --conf option to the tools. Almost al of the clients that use properties have a --conf option to specify the property
file to pick up.

2. submit-dir/pegasus.xxxxxxx.properties file. All tools that work on the submit directory ( i.e after pegasus has
planned aworkflow) pick up the pegasus.xxxxx.properties file from the submit directory. The location for the pe-
gasus.xxxxxxx.propertiesis picked up from the braindump file.

3. The properties defined in the user property file ${user.home}/.pegasusrc have lowest priority.

Commandline properties have the highest priority. These override any property loaded from a property file. Each
commandline property isintroduced by a-D argument. Note that these arguments are parsed by the shell wrapper, and
thusthe -D arguments must be the first arguments to any command. Commandline properties are useful for debugging
purposes.

From Pegasus 3.1 release onwards, support has been dropped for the following properties that were used to signify
the location of the propertiesfile

¢ pegasus.properties
¢ pegasus.user.properties

The following example provides a sensible set of properties to be set by the user property file. These properties use
mostly non-default settings. It is an example only, and will not work for you:

pegasus. cat al og. replica File

pegasus.catal og.replica.file ${ pegasus. hone}/etc/ sanpl e.rc. data
pegasus. cat al og. t ransf or mati on Text

pegasus. catal og. transformation.file ${pegasus. hone}/etc/sanple.tc.text
pegasus.catal og.site.file ${ pegasus. hone}/ et c/ sanpl e. si tes. xml

If you are in doubt which properties are actually visible, pegasus during the planning of the workflow dumps all
properties after reading and prioritizing in the submit directory in afile with the suffix properties.

Local Directories Properties

This section describesthe GNU directory structure conventions. GNU distingui shes between architecture independent
and thus sharabl e directories, and directories with data specific to aplatform, and thus often local. It al so distinguishes
between frequently modified data and rarely changing data. These two axis form a space of four distinct directories.

Table 13.12. L ocal Directories Related Properties

Key Attributes Description
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Property Key: pegasus.home.datadir
Profile Key: N/A

Scope  : Properties

Since :20

Type : file path

Default  : ${ pegasus.home}/share

The datadir directory contains broadly visible and possi-
bly exported configuration files that rarely change. This
directory is currently unused.

Property Key: pegasus.home.sysconfdir
Profile Key: N/A

Scope  : Properties

Since :20

Type : file path

Default  : ${ pegasus.home} /etc

The system configuration directory contains configura-
tion files that are specific to the machine or installation,
and that rarely change. This is the directory where the
XML schema definition copies are stored, and where the
base pool configuration file is stored.

Property Key: pegasus.home.sharedstatedir
Profile Key: N/A

Scope  : Properties

Since :20

Type : file path

Default  : ${ pegasus.home}/com

Frequently changing files that are broadly visible are
stored in the shared state directory. Thisis currently un-
used.

Property Key: pegasus.home.local statedir
Profile Key: N/A

Scope  : Properties

Since :20

Type : file path

Default  : ${ pegasus.home}/var

Frequently changing files that are specific to a machine
and/or installation are stored in the local state directory.
Thisis currently unused

Property Key: pegasus.dir.submit.logs
Profile Key: N/A

Scope  : Properties
Since :20

Type : file path
Default  : (no default)

This property can be used to specify the directory where
the condor logsfor theworkflow should go to. By default,
starting 4.2.1 release, Pegasus will setup the log to bein
the workflow submit directory. This can create problems,
in case users submit directories are on NSF.

This is done to ensure that the logs are created in alocal
directory even though the submit directory maybe on NFS

Site Directories Properties

The site directory properties modify the behavior of remotely run jobs. In rare occasions, it may also pertainto locally

run compute jobs.

Table 13.13. Site Directories Related Properties

Key Attributes

Description

Property Key: pegasus.dir.useTimestamp
Profile Key: N/A

Scope  : Properties
Since :21

Type : Boolean
Default : false

While creating the submit directory, Pegasus employs a
run numbering scheme. Users can use this Boolean prop-
erty to use atimestamp based numbering scheme instead
of the runxxxx scheme.

Property Key: pegasus.dir.exec
Profile Key: N/A

Scope  : Properties
Since :20

Type : file path
Default  : (no default)

Thisproperty modifiesthe remote location work directory
inwhich all your jobswill run. If the path isrelative then
it is appended to the work directory (associated with the
site), as specified in the site catalog. If the path is absolute
then it overrides the work directory specified in the site
catalog.

Property Key: pegasus.dir.submit.mapper
Profile Key: N/A

This property modifies determines how the directory for
job submit files are mapped on the submit host.
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Scope  : Properties
Since : 4.7

Type : Enumeration
Values : Flat|Hashed
Default : Hashed

Flat This mapper resultsin Pegasus placing al the
job submit files in the submit directory as de-
termined from the planner options. This can
result in too many files in one directory for
large workflows, and was the only option be-

fore Pegasus 4.7.0 release.
Hashed  This mapper results in the creation of a deep
directory structure rooted at the submit direc-
tory. The base directory is the submit directo-
ry as determined from the planner options. By
default, the directory structure created is two
levels deep. To control behavior of this map-
per, users can specify the following properties

pegasus. di r. subm t. mapper. hashed. | evel s
the nunber of directory levels
used
to acconpdate the files. Defaults
to 2.
pegasus. di r. submi t. mapper. hashed. mul ti pl
the nunmber of files associated with a
j ob

in the submt directory. defaults

to 5.

Property Key: pegasus.dir.staging.mapper
Profile Key: N/A

Scope  : Properties
Since  :47

Type : Enumeration
Values : Flat|Hashed
Default : Hashed

This property modifies determines how the job input and
output files are mapped on the staging site. This only ap-
plies when the pegasus data configuration is set to non-
sharedfs.

Flat This mapper resultsin Pegasus placing al the
job submit filesin the staging site directory as
determined from the Site Catalog and planner
options. This can result in too many files in
onedirectory for largeworkflows, and wasthe

only option before Pegasus 4.7.0 release.

Hashed  This mapper results in the creation of a deep
directory structure rooted at the staging site
directory created by the create dir jobs. The
binning is at the job level, and not at the file
level i.e each job will push out it's outputs to
the same directory on the staging site, inde-
pendent of the number of output files. To con-
trol behavior of this mapper, users can specify
the following properties

pegasus. di r. st agi ng. mapper . hashed. | evel g
the nunmber of directory |evels
used
to acconpbdate the files. Defaults
to 2.
pegasus. di r. stagi ng. mapper . hashed. mul ti
the number of files associated with a
j ob

in the submt directory. defaults
to 5.

Property Key: pegasus.dir.storage.mapper
Profile Key: N/A
Scope  : Properties

This property modifies determines how the output files
are mapped on the output site storage location.
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Since :43

Type : Enumeration

Values : Flat|Fixed|Hashed|Replica
Default : Flat

In order to preserve backward compatibility, setting the
boolean property pegasus.dir.storage.deep results in the
Hashed output mapper to be loaded, if no output mapper
property is specified.

Flat By default, Pegasus will place the output
filesin the storage directory specified in the
sSite catalog for the output site.

Fixed Using this mapper, users can specify an ex-
ternally accesible url to the storage directory
in their properties file. The following prop-
erty needsto be set.

pegasus. dir. storage. mapper . fixed. url

an externally accessible URL to the
storage directory on the output site
e.g. gsiftp://outputs.isi.edu/shared/
out puts

Note: For hierarchal workflows, the above
property needs to be set separately for each
dax job, if you want the sub workflow out-
puts to goto a different directory.

Hashed This mapper resultsin the creation of adeep
directory structure on the output site, while
populating the results. The base directory on
the remote end is determined from the site
catalog. Depending on the number of files
being staged to the remote site aHashed File
Structure is created that ensures that only
256 files reside in one directory. To create
this directory structure on the storage site,
Pegasus relies on the directory creation fea-
ture of the Grid FTP server, which appeared
in globus 4.0.x

Replica This mapper determines the path for an out-
put file on the output site by querying an out-
put replicacatalog. Theoutput siteisonethat
is passed on the command line. The output
replica catalog can be configured by speci-
fiing the properties with the prefix pega
sus.dir.storage.replica. By default, a Regex
File based backend is assumed unless over-
ridden. For example

pegasus. di r. st orage. mapper.replica
Regex| Fil e
pegasus. di r. storage. mapper.replica.fil
the RC file at the backend to use
if using a file based RC

0

Property Key: pegasus.dir.storage.deep
Profile Key: N/A
Scope  : Properties

Since :21
Type : Boolean
Default  : false

This Boolean property results in the creation of a deep
directory structure on the output site, while populating
the results. The base directory on the remote end is deter-
mined from the site catalog.

To thisbase directory, the relative submit directory struc-
ture ( $user/$vogroup/$label/runxxxx ) is appended.

$storage = $base + $relative_submit_directory

224



Configuration

Thisisthe basedirectory that is passed to the storage map-
per.

Note: To preserve backward compatibilty, setting this
property resultsin the Hashed mapper to be loaded unless
pegasus.dir.storage.mapper is explicitly specified. Before
4.3, this property resulted in HashedDirectory structure.

Property Key: pegasus.dir.create.strategy If the

Profile Key: N/A .

Scope  : Properties - randomdir

Since :22 optionisgiven to the Planner at runtime, the Pegasus plan-
Type : Enumeration ner adds nodes that create the random directories at the
Values : HourGlass|TentaclesMinimal remote pool sites, before any jobs are actually run. The
Default : Minimal two modes determine the placement of these nodes and

their dependencies to the rest of the graph.

HourGlass It adds a make directory node at the top
level of the graph, and all these concat to
asingle dummy job before branching out
to the root nodes of the original/ concrete
dag so far. So we introduce a classic X
shape at the top of the graph. Hence the
name HourGlass.

Tentacles Thisoption placesthe jobs creating direc-
tories at the top of the graph. However
instead of constricting it to an hour glass
shape, this mode links the top node to all
therelevant nodesfor which the create dir
job is necessary. It looks as if the node
spreadsitstentacleasall around. Thisputs
more load on the DAGMan because of
the added dependencies but removes the
restriction of the plan progressing only
when al the create directory jobs have
progressed on the remote pools, asis the
case in the HourGlass model.

Minimal The strategy involves in walking the
graph in a BFS order, and updating a bit
set associated with each job based on the
BitSet of the parent jobs. The BitSet in-
dicates whether an edge exists from the
create dir job to an ancestor of the node.
For a node, the bit set is the union of all
the parents BitSets. The BFStraversal en-
sures that the bitsets are of a node are
only updated once the parents have been
processed.

Schema File Location Properties

This section defines the location of XML schema files that are used to parse the various XML document instancesin
the PEGASUS. The schema backups in the installed file-system permit PEGA SUS operations without being online.

Table 13.14. Schema File Location Properties

Key Attributes Description
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Property Key: pegasus.schema.dax
Profile Key: N/A

Scope  : Properties

Since :20

Type : file path

Default  : ${ pegasus.home.sysconfdir}/dax-3.4.xsd

Thisfileis acopy of the XML schema that describes ab-
stract DAG filesthat are the result of the abstract planning
process, and input into any concrete planning. Providing
a copy of the schema enables the parser to use the local
copy instead of reaching out to the Internet, and obtaining
the latest version from the Pegasus website dynamically.

Property Key: pegasus.schema.sc
Profile Key: N/A

Scope  : Properties

Since :20

Type : file path

Default  : ${ pegasus.home.sysconfdir}/sc-4.0.xsd

Thisfileis acopy of the XML schemathat describes the
xml description of the site catalog. Providing acopy of the
schema enables the parser to use the local copy instead of
reaching out to the internet, and obtaining the latest ver-
sion from the GriPhyN website dynamically.

Property Key: pegasus.schema.ivr
Profile Key: N/A

Scope  : Properties

Since :20

Type : file path

Default  : ${ pegasus.home.sysconfdir}/iv-2.0.xsd

Thisfileisacopy of the XML schemathat describes in-
vocation record filesthat arethe result of theagrid launch
in aremote or local site. Providing a copy of the schema
enablesthe parser to usethelocal copy instead of reaching
out to the Internet, and obtaining the latest version from
the Pegasus website dynamically.

Table 13.15. Database Driver Properties

Database Drivers For All Relational Catalogs

Property Key

Description

Property Key: pegasus.catalog.* .db.driver
Profile Key: N/A

Scope  : Properties

Since :20

Type : Enumeration

Values : MySQL|PostGres|SQL.ite
Default : (no default)

The database driver class is dynamically loaded, as re-
quired by the schema. Currently, only MySQL 5.x, Post-
GreSQL 7.3 and SQlite are supported. Their respective
JDBC3 driver is provided as part and parcel of the PE-
GASUS.

The * in the property name can be replaced by a catalog
name to apply the property only for that catalog. Valid
catalog names are

replica

Property Key: pegasus.catalog.* .db.url
Profile Key: N/A

Scope  : Properties
Since :20

Type : Database URL
Default  : (no default)

Each database has its own string to contact the database
on agiven hogt, port, and database. Although most driver
URLSs allow to pass arbitrary arguments, please use the
pegasus.catal og.[catal og-name].db.* keys or pegasus.cat-
alog.*.db.* to preload these arguments.

THE URL ISA MANDATORY PROPERTY FOR ANY
DBMS BACKEND.

Property Key: pegasus.catalog.* .db.user
Profile Key: N/A

Scope  : Properties
Since :20

Type : String
Default

In order to access a database, you must provide the name
of your account on the DBMS. This property is data-
base-independent. THISISA MANDATORY PROPER-
TY FOR MANY DBMS BACKENDS.

The * in the property name can be replaced by a catalog
name to apply the property only for that catalog. Valid
catalog names are

replica

Property Key: pegasus.catalog.* .db.password
Profile Key: N/A

Scope  : Properties

Since :20

In order to access adatabase, you must provide an option-
a password of your account on the DBMS. This proper-
ty is database-independent. THIS IS A MANDATORY
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: String
: (no default)

Type
Default

PROPERTY, IF YOUR DBMS BACKEND ACCOUNT
REQUIRES A PASSWORD.

The * in the property name can be replaced by a catalog
name to apply the property only for that catalog. Valid
catalog names are

replica

Property Key: pegasus.catalog.* .db.*
Profile Key: N/A

Scope  : Properties
Since :20

Type : String
Default  : (no default)

Each database has a multitude of optionsto control in fine
detail the further behaviour. Y ou may want to check the
JDBC3 documentation of the JDBC driver for your data-
base for details. The keys will be passed as part of the
connect properties by stripping the " pegasus.catal og.[ cat-
alog-name].db." prefix from them. The catalog-name can
be replaced by thefollowing values provenancefor Prove-
nance Catalog (PTC), replicafor Replica Catalog (RC)

Postgres 7.3 parses the following properties:

pegasus. cat al og. *. db. user
pegasus. cat al og. *. db. passwor d
pegasus. cat al og. *. db. PGHOST
pegasus. cat al og. *. db. PGPORT
pegasus. cat al og. *. db. char Set
pegasus. cat al og. *. db. conpati bl e

MySQL 5.0 parses the following properties:

pegasus. cat al og. *. db. user

pegasus. cat al og. *. db. passwor d

pegasus. cat al og. *. db. dat abaseNane
pegasus. cat al og. *. db. server Nane

pegasus. cat al og. *. db. por t Nunber

pegasus. cat al og. *. db. socket Fact ory
pegasus. catal og. *. db. stri ct Updat es
pegasus. cat al og. *. db. i gnor eNonTxTabl es
pegasus. cat al og. *. db. secondsBef or eRet r yMast er
pegasus. cat al og. *. db. quer i esBef or eRet r yMast er
pegasus. cat al og. *. db. al | onLoadLocal I nfile
pegasus. cat al og. *. db. cont i nueBat chOnEr r or
pegasus. cat al og. *. db. pedanti c

pegasus. cat al og. *. db. useSt reanLengt hsl nPrepSt nt s
pegasus. cat al og. *. db. useTi nezone

pegasus. cat al og. *. db. r el axAut oConmi t
pegasus. cat al og. *. db. paranoi d

pegasus. cat al og. *. db. aut oReconnect
pegasus. cat al og. *. db. capi tal i zeTypeNanes
pegasus. cat al og. *. db. ul t raDevHack
pegasus. catal og. *. db. stri ct Fl oati ngPoi nt
pegasus. cat al og. *. db. useSSL

pegasus. cat al og. *. db. useConpr essi on
pegasus. cat al og. *. db. socket Ti meout
pegasus. cat al og. *. db. maxReconnect s
pegasus. catal og. *. db.initial Ti meout
pegasus. cat al og. *. db. maxRows

pegasus. cat al og. *. db. useHost sl nPri vi |l eges
pegasus. catal og. *. db.interactiveCd ient
pegasus. cat al og. *. db. useUni code

pegasus. cat al og. *. db. char act er Encodi ng

MS SQL Server 2000 support the following properties
(keys are case-insensitive, e.g. both "user" and "User" are
vaid):

pegasus. cat al og. *. db. User
pegasus. cat al og. *. db. Passwor d
pegasus. cat al og. *. db. Dat abaseNane
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pegasus. cat al og. *. db. Ser ver Nane
pegasus. cat al og. *. db. Host Process
pegasus. cat al og. *. db. Net Addr ess
pegasus. cat al og. *. db. Por t Nunber
pegasus. cat al og. *. db. Pr ogr anNane
pegasus. cat al og. *. db. SendSt ri ngPar anet er sAsUni code
*

pegasus. cat al og. *. db. Sel ect Met hod

The * in the property name can be replaced by a catalog
name to apply the property only for that catalog. Valid
catalog names are

replica

Property Key: pegasus.catalog.* .timeout
Profile Key: N/A
Scope  : Properties
Since :451
Type . Integer
Default  : (no default)

Thisproperty setsabusy handler that sleepsfor aspecified
amount of time (in seconds) when atable is locked. This
property has effect only in a sglite database.

The * in the property hame can be replaced by a catalog
name to apply the property only for that catalog. Valid
catalog names are

mast er

wor kf | ow
Catalog Related Properties
Table 13.16. Replica Catalog Properties
Key Attributes Description

Property Key: pegasus.catalog.replica
Profile Key: N/A

Scope  : Properties

Since :20

Default : File

Pegasus queries a Replica Catalog to discover the physi-
cal filenames (PFN) for input files specified in the DAX.
Pegasus can interface with various types of Replica Cata-
logs. This property specifies which type of Replica Cata-
log to use during the planning process.

JDBCRC In this mode, Pegasus queries a SQL
based replica catalog that is accessed via
JDBC. To use JDBCRC, the user addi-
tionally needs to set the following prop-
erties

1. pegasus.catalog.replica.db.driver =
mysql | postgres |sqlite

2. pegasus.catalog.replicadb.url = <jd-
bc url to the data-
base> eg jdbc:mysqgl://data-
base-host.isi.edu/database-name | jd-
bc:sglite:/shared/jdbcre.db

3. pegasus.catalog.replica.db.user =
database-user

4. pegasus.catal og.replica.db.password
= database-password

File In this mode, Pegasus queries afile based
replica catalog. It is neither transaction-
ally safe, nor advised to use for produc-
tion purposes in any way. Multiple con-
current instances will clobber each oth-
erl. The site attribute should be specified

228



Configuration

Regex

whenever possible. The attribute key for
the site attribute is "site".

The LFN may or may not be quoted. If it
contains linear whitespace, quotes, back-
slash or an equality sign, it must be quot-
ed and escaped. Ditto for the PFN. The
attribute key-value pairs are separated by
an equality sign without any whitespaces.
The value may be in quoted. The LFN
sentiments about quoting apply.

LFN PFN
LFN PFN a=b [..]

LFN PFN a="b" [..]

"LEN W LWS" "PFN w/ LWS" [..]

To use File, the user additionally needs
to specify pegasus.catalog.replicafile
property to specify the path to the file
based RC. IF not specified , defaults to
$PWD/rc.txt file.

In this mode, Pegasus queries afile based
replicacatalog. It is neither transactional -
ly safe, nor advised to use for production
purposesin any way. Multiple concurrent
access to the File will end up clobbering
the contents of the file. The site attribute
should be specified whenever possible.
The attribute key for the site attribute is
"site”.

The LFN may or may not be quoted. If it
contains linear whitespace, quotes, back-
slash or an equality sign, it must be quot-
ed and escaped. Ditto for the PFN. The
attribute key-value pairs are separated by
an equality sign without any whitespaces.
The value may be in quoted. The LFN
sentiments about quoting apply.

In addition users can specifiy regular ex-
pression based LFN's. A regular expres-
sion based entry should be quaified with
an attribute named 'regex'. The attribute
regex when set to true identifies the cat-
alog entry as a regular expression based
entry. Regular expressions should follow
Javaregular expression syntax.

For example, consider areplicacatalog as
shown below.

Entry 1 refers to an entry which does
not use a resular expressions. This entry
would only match afile named 'f.a, and
nothing else. Entry 2 referes to an entry
which uses a regular expression. In this
entry f.a referes to files having name as
flany-character]ai.e. faa, f.a, fOa, etc.
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Directory

f.afile:///Vol/input/f.a
site="l ocal "

f.a file:///Vol/input/f.a
site="local " regex="true"

Regular expression based entries also
support substitutions. For example, con-
sider the regular expression based entry
shown below.

Entry 3 will match files with name al-
pha.csv, apha.txt, aphaxml. In addition,
values matched in the expression can be
used to generate a PFN.

For the entry below if the file being
looked up is aphacsv, the PFN for
the file would be generated as file:///
Volumes/data/input/csv/a pha.csv. Simi-
lary if the file being lookedup was a-
phacsv, the PFN for the file would
be generated as file:///Volumes/datalin-
put/xml/alphaxml i.e. Thesection[0], [1]
will be replaced. Section [0] refers to the
entire string i.e. alphacsv. Section [1]
refers to a partial match in the input i.e.
csv, or txt, or xml. Users can utilize as
many sections as they wish.

al pha\. (csv|txt|xm) file:///
Vol /input/[1]/[0] site="local"
regex="true"

To useFile, the user additionally needsto
specify pegasus.catalog.replica.file prop-
erty to specify the path to the file based
RC.

In this mode, Pegasus does a directory
listing on an input directory to create the
LFN to PFN mappings. Thedirectory list-
ing is performed recursively, resulting in
deep LFN mappings. For example, if an
input directory $input is specified with
the following structure

$i nput
$input/f.1
$input/f.2

$i nput / D1

$i nput/D1/f.3

Pegasus will create the mappings the fol-
lowing LFN PFN mappings internally

f.1 file://$input/f.1 site="local"
f.2 file://$input/f.2 site="local"
D1/f.3 file://$input/D2/f.3

site="l ocal "
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MRC

If you don't want the deep Ifn's to be
created then, you can set pegasus.cata-
log.replicadirectory flat.Ifntotrueln that
case, for the previous example, Pegasus
will create the following LFN PFN map-
pingsinternaly.

file://$input/f.1 site="local"
file://$input/f.2 site="local"
file://$input/D2/f.3
e

pegasus-plan has --input-dir option that
can be used to specify an input directory.

Users can optionally specify additional
properties to configure the behvavior of
this implementation.

pegasus.catalog.replica.directory  to
specify the path to the directory contain-
ing thefiles

pegasus.catalog.replica.directory.site
to specify a site attribute other than local
to associate with the mappings.

pegasus.catalog.replica.directo-
ry.url.prefix to associate a URL prefix
for the PFN's constructed. If not speci-
fied, the URL defaultsto file://

In this mode, Pegasus queries multiple
replica catalogs to discover the file loca
tionsonthegrid. To useit set

pegasus. catal og.replica MRC

Each associated replica catalog can be
configured via properties as follows.

The user associates a variable name re-
ferred to as [value] for each of the cata-
logs, where [value] isany legal identifier
(concretely [A-Za-z][_A-Za-z0-9]*) For
each associated replica catalogs the user
specifies the following properties.

pegasus. cat al og. replica.nrc.[val ue]
specifies the type of \

replica catal og.
pegasus. cat al og.replica.nrc.
[value].key specifies a property
name\

key for a particular catal og

pegasus. catal og.replica.nrc.director
Directory

pegasus. catal og.replica.nrc.director

input/dirl
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pegasus. cat al og. .nrc.director
siteX

pegasus. cat al og
Directory

pegasus. cat al og

input/dir2

pegasus. cat al og
siteY

replica

replica.nrc.director

replica.nrc.director

replica.nrc.director

In the above example, directoryl, direc-
tory2 are any valid identifier names and
url is the property key that needed to be
specified.

Property Key: pegasus.catal og.replica.chunk.size
Profile Key: N/A

Scope  : Properties
Since :20
Default : 1000

The pegasus-rc-client takes in an input file containing the
mappings upon which to work. This property determines,
the number of lines that are read in at atime, and worked
upon at together. This allows the various operations like
insert, delete happen in bulk if the underlying replicaim-
plementation supportsit.

Property Key: pegasus.catal og.replica.cache.asrc
Profile Key : N/A

Scope  : Properties
Since :20
Default : fase

This Boolean property determines whether to treat the
cache file specified as a supplemental replica catalog
or not. User can specify on the command line to pega-
sus-plan acomma separated list of cache files using the --
cache option. By default, the LFN->PFN mappings con-
tained in the cache file are treated as cache, i.eif an entry
isfound in a cache file the replica catalog is not queried.
Thisresultsin only the entry specified in the cache file to
be available for replica selection.

Setting this property to true, results in the cache files to
betreated as supplemental replicacatalogs. Thisresultsin
the mappings found in the replica catalog (as specified by
pegasus.catal og.replica) to be merged with the onesfound
in the cache files. Thus, mappings for a particular LFN
found in both the cache and the replica catalog are avail-
ablefor replica selection.

Property Key: pegasus.catal og.replica.dax.asrc
ProfileKey : N/A

Scope  : Properties
Since 1452
Default : false

This Boolean property determines whether to treat the lo-
cations of files recorded in the DAX as a supplemental
replica catalog or not. By default, the LFN->PFN map-
pingscontained inthe DAX fileoverridesany specifiedin
areplica catalog. This results in only the entry specified
inthe DAX file to be available for replica selection.
Setting this property to true, resultsin thelocations of files
recorded in the DAX filesto be treated as a supplemental
replica catalog. This results in the mappings found in the
replicacatal og (as specified by pegasus.catal og.replica) to
be merged with the ones found in the cache files. Thus,
mappingsfor aparticular LFN found in boththe DAX and
the replica catalog are available for replica selection.

Property Key: pegasus.catal og.replica.output.*
ProfileKey : N/A

Scope  : Properties
Since 1453
Default : None

Normally, the registration jobs in the executable work-
flow register to the replicacatal og specified by the user in
the propertiesfile . This property prefix allowsthe user to
specify a separate output replica catalog that is different
from the one used for discovery of input files. Thisis nor-
mally the case, when a Directory or MRC based replica
catalog backend that don't support insertion of entries are
used for discovery of input files. For example to specify
a separate file based output replica catalog, specify

File

[ wor kf | ow/

pegasus. cat al og. repl i ca. out put
pegasus. catal og.replica.output.file

yl.directory.site
y2
y2.directory /

yl.directory.site

output.rc
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Table 13.17. Site Catalog Properties

Key Attributes

Description

Property Key: pegasus.catalog.site
Profile Key: N/A

Scope  : Properties
Since :20
Default : XML

Pegasus supports two different types of site catalogs in
XML format conforming

» sc-3.0.xsd http://pegasus.isi.edu/schemalsc-3.0.xsd
* sc-4.0.xsd http://pegasus.isi.edu/schema/sc-4.0.xsd

Pegasusis able to auto-detect what schemaauser site cat-
alog refersto. Hence, this property may no longer be set.

Property Key: pegasus.catalog.site.file
Profile Key : N/A

Scope  : Properties
Since :20
Default : $PWD/sites.xml

The path to the site catal og file, that describes the various
sites and their layouts to Pegasus.

Table 13.18. Transformation Catalog Properties

Key Attributes

Description

Property Key: pegasus.catal og.transformation
Profile Key: N/A

Scope  : Properties
Since :20
Default  : Text

The only recommended and supported version of Trans-
formation Catalog for Pegasus is Text. For the old File
based formats, users should use pegasus-tc-converter to
convert File format to Text Format.

Text  Inthismode, amultiline file based format is un-

derstood. Thefileisread and cached in memory.
Any modifications, as adding or deleting, causes
an update of the memory and henceto thefileun-
derneath. All queries are done against the mem-
ory representation.

The file sample.tc.text in the etc directory con-
tains an example

Here is a sample textual format for transfoma-
tion catalog containing one transformation on
two sites

tr exanple::keg:1.0 {

#specify profiles that apply for all the
sites for the transfornation

#in each site entry the profile can be
overriden

profile env "APP_HOME" "/tnp/karan"
profile env "JAVA HOME' "/ bin/app"

site isi {

profile env "ne" "with"

profile condor "nore" "test"

profile env "JAVA HOME' "/bin/java.1.6"
pfn "/path/tol keg"

arch "x86"

os "1i nux"

osrel ease "fc"

osversion "4"

type "I NSTALLED'

site wind {

profile env "ne" "with"

profile condor "nore" "test"

pfn "/path/tol keg"

arch "x86"

os "1i nux"

osrel ease "fc"
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osversion "4"
type " STAGEABLE'

Scope
Since
Default

Property Key: pegasus.catal og.transformation
ProfileKey : N/A

: Properties
120
: $PWD/te.txt

The path to the transformation catalog file, that describes
the locations of the executables.

Replica Selection Properties

Table 13.19. Replica Selection Properties

Key Attributes

Description

Property Key: pegasus.selector.replica
Profile Key: N/A

Scope  : Properties

Since :20

Type : String

Default : Default

See Also : pegasus.selector.replica* .ignore.stagein.sites
See Also : pegasus.selector.replica* .prefer.stagein.sites

Each job in the DAX maybe associated with input LFN's
denoting the files that are required for the job to run. To
determine the physical replica (PFN) for aLFN, Pegasus
gueries the replica catalog to get al the PFN's (replicas)
associated with aLFN. Pegasus then calls out to areplica
selector to select a replica amongst the various replicas
sreturned. This property determines the replica selector to
use for selecting the replicas.

The selector orders the various candi-
datereplica's according to thefollowing
rules

Default

1. valid file URL's . That is URL's
that have the site attribute matching
the site where the executable pega-

sus-transfer is executed.

. al URL'sfrom preferred site (usually
the compute site)

. al other remotely accessible ( hon
file) URL's

Regex This replica selector allows the user al-
lows the user to specific regular expres-
sions that can be used to rank various
PFN's returned from the Replica Cata-
logfor aparticular LFN. Thisreplicase-
lector orders the replicas based on the
rank. Lower the rank higher the prefer-
ence.

The regular expressions are assigned
different rank, that determine the or-
der in which the expressions are em-
ployed. The rank values for the regex
can expressed in user properties using
the property.

pegasus. sel ector. replica. regex. rank.

[ val ue] regex- expressi on

The value is an integer value that de-
notes the rank of an expression with a

rank value of 1 being the highest rank.
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Please note that before applying any
regular expressions on the PFN's, the
file URL'sthat dont match the preferred
site are explicitly filtered out.

Restricted This replica selector, allows the user
to specify good sites and bad sites for
staging in data to a particular compute
site. A good site for a compute site X,
is a preferred site from which replicas
should be staged to site X. If there are
more than one good sites having a par-
ticular replica, then arandom site is se-
lected amongst these preferred sites.

A bad site for a compute site X, is
a site from which replica's should not
be staged. The reason of not accessing
replicafrom abad site can vary from the
link being down, to the user not having
permissions on that site's data.

The good | bad sites are specified by the
properties

pegasus. replica. *. prefer.stagein.si
pegasus. replica. *.ignore. stagein. si

where the * in the property name de-
notes the name of the compute site. A *
in the property key is taken to mean all
Sites.

The pegasus.replica.* .pre-
fer.stagein.sites property takes prece-
dence  over  pegasusreplica*.ig-
nore.stagein.sites property i.e. if for a
site X, asite Y is specified both in the
ignored and the preferred set, then site
Y istaken to mean as only a preferred
sitefor asite X.

Local This replica selector prefers replicas
from the local host and that start with
afilee URL scheme. It is useful, when
userswant to stagin filesto aremote site
from your submit host using the Condor

file transfer mechanism.

Property Key: pegasus.selector.replica.* .ignore.stagein.s
Profile Key: N/A

Scope  : Properties

Since :20

Default : (no default)

See Also : pegasus.selector.replica

See Also : pegasus.selector.replica* .prefer.stagein.sites

ifesommaseparated list of storage sitesfromwhich to nev-

er stage in data to a compute site. The property can apply
to all or asingle compute site, depending on how the* in
the property name is expanded.

The* inthe property name meansall compute sitesunless
replaced by a site name.

For eg setting pegasus.selector.replica*.ig-
nore.stagein.sites to usc means that ignore all replicas

from site usc for staging in to any compute site. Setting
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pegasus.replica.isi.ignore.stagein.sites to usc means that
ignore all replicas from site usc for staging in data to site
isi.

Property Key: pegasus.selector.replica.* .prefer.stagein.g
Profile Key: N/A

Scope  : Properties

Since :20

Default  : (no default)

See Also : pegasus.selector.replica

See Also : pegasus.selector.replica* .ignore.stagein.sites

tescomma separated list of preferred storage sites from
which to stage in data to acompute site. The property can
apply to al or a single compute site, depending on how
the * in the property name is expanded.

The* inthe property name meansall compute sitesunless
sreplaced by a site name.

For eg  setting pegasus.selector.replica.* .pre-
fer.stagein.sites to usc means that prefer all replicas from
site usc for staging in to any compute site. Setting pega-
sus.replica.isi.prefer.stagein.sites to usc meansthat prefer
all replicas from site usc for staging in datato siteisi.

Property Key: pegasus.selector.replica.regex.rank.[value
Profile Key: N/A

Scope  : Properties

Since :230

Default : (no default)

See Also : pegasus.selector.replica

|Specifiesthe regex expressions to be applied on the PFNs
returned for a particular LFN. Refer to

http://java. sun. conljavase/ 6/ docs/ api/javal/ util/
regex/ Pattern. htm

on information of how to construct aregex expression.

The[value] in the property key isto be replaced by anint
value that designates the rank value for the regex expres-
sion to be applied in the Regex replica selector.

The example below indicates preference for file URL's
over URL'sreferring to gridftp server at example.isi.edu

pegasus. sel ector.replica.regex.rank.1 file://.*
pegasus. sel ector.replica.regex.rank.2 gsiftp://
exanmpl e\.isi\.edu. *

Site Selection Properties

Table 13.20. Site Selection Properties

Key Attributes

Description

Property Key: pegasus.selector.site
Profile Key: N/A

Scope  : Properties

Since :20

Type : String

Default : Random

See Also : pegasus.selector.site.path
See Also : pegasus.selector.site.timeout
See Also : pegasus.selector.site.keep.tmp
See Also : pegasus.selector.site.env.*

The site selection in Pegasus can be on basis of any of the
following strategies.

Random In this mode, the jobs will be ran-
domly distributed among the sites
that can execute them.

RoundRobin In this mode. the jobs will be as-

signed in a round robin manner
amongst the sites that can execute
them. Since each site cannot ex-
ecute everytype of job, the round
robin scheduling is done per lev-
el on a sorted list. The sorting is
on the basis of the number of jobs
aparticular site has been assigned
in that level so far. If ajob can-
not be run on the first site in the

gueue (due to no matching entry
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NonJavaCallout

in the transformation catalog for
the transformation referred to by
the job), it goes to the next one
and so on. This implementation
defaults to classic round robin in
the case where al the jobs in the
workflow can run on all the sites.

In this mode, Pegasus will call-
out to an external site selector.In
this mode a temporary fileis pre-
pared containing the job informa-
tionthat is passed to the site selec-
tor as an argument while invok-
ing it. The path to the site selector
is specified by setting the proper-
ty pegasus.site.selector.path. The
environment variables that need
to besettorunthesite selector can
be specified using the properties
with a pegasus.site.selector.env.
prefix. The temporary file con-
tains information about the job
that needs to be scheduled. It con-
tains key value pairs with each
key value pair being on anew line
and separated by a=.

The following pairs are current-
ly generated for the site selector
temporary filethat is generated in
the NonJavaCallout.

isthe version
of the site se-
lector api,cur-
rently 2.0.

version

istheful-
ly-qualified de-
finition iden-
tifier for the
transformation
(TR) name-
space::name:ver-
sion.

isteh fully
quaified de-
finition iden-
tifier for the
derivation
(DV), name-
space::name:ver-
sion.

transformation

derivation

job.level isthejob's
depth in the
tree of the
workflow

DAG.

237



Configuration

job.id

isthejob'sID,
asused inthe
DAX file.

resource.id

isasite han-
dle, followed
by whitespace,
followed by a
gridftp serv-
er. Typically,
each gridftp
server is enu-
merated once,
S0 you may
have multiple
occurances of
the same site.
There can be
multiple occur-
ances of this

key.

input.Ifn

isan input
LFN, optional-
ly followed by
awhitespace
and file size.
There can be
multiple oc-
curances of
this key,one
for each input
LFN required
by the job.

wf.name

|abel of the
dax, asfound
inthe DAX's
root element.
wf.index is
the DAX in-
dex, that isin-
cremented for
each partition
in case of de-
ferred plan-
ning.

wf.time

is the mtime of
the workflow.

wf.manager

is the name of
the workflow
manager being
used .e.g con-
dor

vo.name

is the name of
the virtual or-
ganization that
isrunning this
workflow. Itis

238




Configuration

currently set to
NONE

unused at
present and is
set to NONE.

vo.group

Group In this mode, a group of jobs will
be assigned to the same site that
can execute them. The use of the
PEGASUS profile key group in
the dax, associates a job with a
particular group. The jobs that do
not have the profile key associat-
ed with them, will be put in the
default group. The jobsin the de-
fault group are handed over to
the "Random" Site Selector for
scheduling.

Heft In this mode, a version of the
HEFT processor scheduling algo-
rithm is used to schedule jobs
in the workflow to multiple grid
sites. The implementation as
sumes default data communica-
tion costs when jobs are not
scheduled onto the samessite. L at-
er on thismay be made more con-

figurable.

The runtime for the jobsis speci-
fied in the transformation catalog
by associating the pegasus profile
key runtime with the entries.

The number of processors in a
site is picked up from the at-
tribute idle-nodes associated with
the vanillajobmanager of the site
in the site catalog.

Property Key: pegasus.selector.site.path
Profile Key: N/A

Scope  : Properties
Since :20
Default : (no default)

If one calls out to an external site selector using the Non-
JavaCallout mode, thisrefersto the path wherethe site se-
lector isinstalled. In case other strategies are used it does
not need to be set.

Property Key: pegasus.selector.site.env.*
Profile Key: N/A

Scope  : Properties
Since :20
Default  : (no default)

The environment variables that need to be set while call-
out tothesite selector. These arethe variablesthat the user
would set if running the site sel ector on the command line.
The name of the environment variableis got by stripping
the keys of the prefix "pegasus.site.selector.env.” prefix
from them. The value of the environment variable is the
value of the property.

e.g pegasus.site.seector.path.LD_LIBRARY_PATH /
globug/lib would lead to the site sel ector being called with
theLD_LIBRARY_PATH set to /globug/lib.
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Property Key: pegasus.selector.site.timeout It sets the number of seconds Pegasus waits to hear back
Profile Key: N/A from an external site selector using the NonJavaCallout
Scope  : Properties interface before timing out.

Since :230

Default : 60

See Also : pegasus.selector.site

Property Key: pegasus.selector.site.keep.tmp It determineswhether Pegasus del etes the temporary input
Profile Key: N/A filesthat are generated in the temp directory or not. These
Scope  : Properties temporary input files are passed as input to the external
Since :230 site selectors.

Values : onerrorlaways|never

Default : onerror A temporary input fileis created for each that needsto be
SeeAlso : pegasus.selector.site scheduled.

Data Staging Configuration Properties

Table 13.21. Data Configuration Properties

Key Attributes Description

Property Key: pegasus.data.configuration This property sets up Pegasus to run in different environ-
Profile Key: data.configuration ments. For Pegasus 4.5.0 and above, users can set the pe-
Scope  : Properties, Site Catalog gasus profile data.configuration with the sitesin their site
Since :4.00 catalog, to run multisite workflows with each site having
Values : sharedfsinonsharedfs|condorio adifferent data configuration.

Default  : sharedfs

See Also : pegasus.transfer.bypass.input.staging sharedfs If thisis set, Pegasus will be setup to
execute jobs on the shared filesystem

on the execution site. This assumes,
that the head node of a cluster and the
worker nodes share a filesystem. The
staging site in this case is the same
as the execution site. Pegasus adds a
create dir job to the executable work-
flow that creates a workflow specif-
ic directory on the shared filesystem .
Thedatatransfer jobsin the executable
workflow ( stage in_, stage inter_,
stage out_) transfer thedatato thisdi-
rectory.The compute jobs in the exe-
cutable workflow are launched in the
directory on the shared filesystem.

condorio If thisis set, Pegasus will be setup to
runjobsin apure condor pool, with the
nodes not sharing afilesystem. Datais
staged to the compute nodes from the
submit host using Condor File1O. The
planner is automatically setup to use
the submit host ( sitelocal ) asthe stag-
ing site. All theauxillary jobs added by
the planner to the executable workflow
(createdir, data stagein and stage-out,
cleanup ) jobs refer to the workflow
specific directory onthelocal site. The
data transfer jobs in the executable
workflow ( stage_in_, stage inter_,
stage_out_) transfer the datato thisdi-
rectory. When the compute jobs start,
the input data for each job is shipped
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nonsharedfs

from the workflow specific directory
on the submit host to compute/worker
node using Condor file 1O. The output
data for each job is similarly shipped
back to the submit host from the com-
pute/worker node. This setup is par-
ticularly helpful when running work-
flows in the cloud environment where
setting up a shared filesystem across
the VM's may be tricky.

pegasus. gridstart
PegasusLite

pegasus. transfer. worker. package
true

If thisis set, Pegasus will be setup to
execute jobs on an execution site with-
out relying on a shared filesystem be-
tween the head node and the work-
er nodes. Y ou can specify staging site
( using --staging-site option to pega-
sus-plan) to indicate the site to use as
a central storage location for a work-
flow. The staging site is independant
of theexecution sites on which awork-
flow executes. All the auxillary jobs
added by the planner to the executable
workflow ( create dir, data stagein
and stage-out, cleanup ) jobs refer to
the workflow specific directory on the
staging site. The data transfer jobs in
the executable workflow ( stage in_,
stage inter , stage out_ ) transfer
the data to this directory. When the
compute jobs start, the input data for
each job is shipped from the workflow
specific directory on the submit host
to compute/worker node using pega-
sus-transfer. The output data for each
job is similarly shipped back to the
submit host from the compute/work-
er node. The protocols supported are
at this time SRM, GridFTP, iRods,
S3. This setup is particularly help-
ful when running workflows on OSG
where most of the execution sitesdon't
have enough data storage. Only a few
sites have large amounts of data stor-
age exposed that can be used to place
data during a workflow run. This set-
up is aso helpful when running work-
flows in the cloud environment where
setting up a shared filesystem across
the VM's may be tricky. On loading
this property, internally the following
properies are set

pegasus. gridstart
PegasusLite

pegasus. transf er. wor ker . package
true
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Property Key: pegasus.transfer.bypass.input.staging
Profile Key: N/A
Scope  : Properties

Since :4.30
Type : Boolean
Default  : false

See Also : pegasus.data.configuration

When executiing in anon shared filesystem setup i.e data
configuration set to nonsharedfs or condorio, Pegasus al-
ways stages the input files through the staging site i.e the
stage-in job stages in data from the input site to the stag-
ing site. The PegasusL ite jobs that start up on the worker
nodes, then pull the input data from the staging site for
each job.

This property can be used to setup the PegasusLite jobs
to pull input data directly from the input site without go-
ing through the staging server. This is based on the as-
sumption that the worker nodes can access the input site.
If users set this to true, they should be aware that the ac-
cess to the input site is no longer throttled ( asin case of
stageinjobs). If large number of computejobs start at the
same time in aworkflow, the input server will see a con-
nection from each job.

Transfer Configuration Properties

Table 13.22. Transfer Configuration Properties

Key Attributes

Description

Property Key: pegasus.transfer.*.impl
Profile Key: N/A

Scope  : Properties

Since : 200

Values : Transfer|GUC

Default : Transfer

See Also : pegasus.transfer.refiner

Each compute job usually has data products that are re-
quired to be staged in to the execution site, materialized
data products staged out to afinal resting place, or staged
to another job running at a different site. This property
determines the underlying grid transfer tool that is used
to manage the transfers.

The * in the property name can be replaced to achieve
finer grained control to dictate what type of transfer jobs
need to be managed with which grid transfer tool.

Usually,the arguments with which the client is invoked
can be specified by

- the property pegasus.transfer.argunments
- associating the PEGASUS profile key
transfer.argunments

The table below illustrates all the possible variations of
the property.

Property Name Appliesto
pegasus.trans- the stage in transfer jobs
fer.stagein.impl

pegasus.transfer.stage- the stage out transfer jobs
out.impl

pegasus.transfer.inter.impl |the inter site transfer jobs

pegasus.transfer.setup.im- | the setup transfer job
pl
pegasus.transfer.*.impl apply to types of transfer
jobs
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Note: Since version 2.2.0 the worker package is staged
automatically during staging of executablesto theremote
site. Thisisachieved by adding a setup transfer job to the
workflow. The setup transfer job by default uses GUC to
stage the data. The implementation to use can be config-
ured by setting the property

pegasus. transfer.setup.inpl

property. However, if you have pegasus.transfer.*.impl
set in your properties file, then you need to set pega
sus.transfer.setup.impl to GUC

Thevariousgrid transfer toolsthat can be used to manage
data transfers are explained below

Transfer This results in pegasus-transfer to be
used for transferring of files. It is a
python based wrapper around various
transfer clients like globus-url-copy, Icg-
copy, Wget, cp, In . pegasus-transfer |ooks
at source and destination url and figures
out automatically which underlying client
to use. pegasus-transfer isdistributed with
the PEGASUS and can be found at $PE-
GASUS_HOME/bin/pegasus-transfer.

For remote sites, Pegasus constructs the
default path to pegasus-transfer on the
basis of PEGASUS HOME env profile
specified in the site catalog. To speci-
fy a different path to the pegasus-trans-
fer client , users can add an entry in-
to the transformation catalog with fully
qualified logical name as pegasus:.:pega-
sus-transfer

GUC This refers to the new guc client that
does multiple file transfers per invoca
tion. The globus-url-copy client distrib-
uted with Globus 4.x is compatible with

this mode.

Property Key: pegasus.transfer.arguments
Profile Key: transfer.arguments

Scope  : Properties

Since :2.00

Type : String

Default  : (no default)

See Also : pegasus.transfer.lite.arguments

Thisdeterminesthe extraargumentswith which thetrans-
fer implementation is invoked. The transfer executable
that isinvoked is dependant upon the transfer mode that
has been selected. The property can be overloaded by as-
sociated the pegasus profile key transfer.arguments either
with the sitein the site catalog or the corresponding trans-
fer executable in the transformation catalog.

Property Key: pegasus.transfer.threads
Profile Key: transfer.threads

Scope  : Properties
Since :4.40
Type . Integer
Default :2

This property set the number of threads pegasus-transfer
uses to transfer the files. This property to applies to the
separate data transfer nodes that are added by Pegasus to
the executable workflow. The property can be overloaded
by associated the pegasus profile key transfer.threads ei-
ther with the site in the site catalog or the corresponding
transfer executable in the transformation catal og.

Property Key: pegasus.transfer.lite.arguments
Profile Key: transfer.lite.arguments

Scope  : Properties

Since :440

This determines the extra arguments with which the Pe-
gasusL ite transfer implementation is invoked. The trans-
fer executable that is invoked is dependant upon the Pe-
gasusL ite transfer implementation that has been selected.
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Type : String
Default  : (no default)
See Also : pegasus.transfer.arguments

Property Key: pegasus.transfer.worker.package
Profile Key: N/A

Scope  : Properties

Since  :200

Type : Boolean

Default : false

See Also : pegasus.data.configuration

By default, Pegasus relies on the worker package to be
installed in a directory accessible to the worker nodes
on the remote sites . Pegasus uses the value of PE-
GASUS_HOME environment profile in the site catalog
for the remote sites, to then construct paths to pegasus
auxillary executables like kickstart, pegasus-transfer, se-
gexec etc.

If the Pegasus worker package is not installed on the re-
mote sites users can set this property to trueto get Pegasus
to deploy worker package on the nodes.

In the case of sharedfs setup, the worker package is de-
ployed on the shared scratch directory for the workflow ,
that is accessible to all the compute nodes of the remote
sites.

When running in nonsharefs environments, the worker
package is first brought to the submit directory and then
transferred to the worker node filesystem using Condor
filelO.

Property Key: pegasus.transfer.worker.pag

Profile Key: N/A

Scope  : Properties

Since :46.1

Type : Boolean

Default : true

See Also : pegasus.transfer.worker.package

If PegasusLite does not find a worker package install
kagihinoribe pleggabus |ite job on the worker node, it auto-
matically downloads the correct worker package from the
Pegasus website. However, this can mask user errors in
configuration. This property can be set to false to disable
auto downloads.

Property Key: pegasus.transfer.worker.package.strict

Profile Key: N/A

Scope  : Properties

Since :46.1

Type : Boolean

Default : true

See Also : pegasus.transfer.worker.package

In PegasusL ite mode, the pegasus worker package for the
jobsis shipped along with the jobs. This property controls
whether PegasusLite will do a strict match against the ar-
chitecture and os on the local worker node, along with pe-
gasus version. If the strict match fails, then PegasusLite
will revert to the pegasus website to download the correct
worker package.

Property Key: pegasus.transfer.links
Profile Key: N/A

Scope  : Properties
Since :2.00
Type : Boolean
Default : false

If this is set, and the transfer implementation is set to
Transfer i.e. using the transfer executabl e distributed with
the PEGASUS. On setting this property, if Pegasus while
fetching data from the Replica Catalog sees a "site” at-
tribute associated with the PFN that matchesthe execution
site on which the data hasto be transferred to, Pegasusin-
stead of the URL returned by the Replica Catal og replaces
it with afile based URL. Thisis based on the assumption
that the if the "site" attributes match, the filesystems are
visible to the remote execution directory where input data
resides. On seeing both the source and destination urls as
file based URL s the transfer executable spawns a job that
creates asymbolic link by calling In -s on the remote site.

Property Key: pegasus.transfer.*.remote.sites
Profile Key: N/A

Scope  : Properties

Since :2.00

Type : comma separated list of sites
Default  : (no default)

By default Pegasus looks at the source and destination
URL 'sfor to determine whether the associated transfer job
runs on the submit host or the head node of aremote site,
with preference set to run atransfer job to run on submit
host.

244




Configuration

Pegasus will run transfer jobs on the remote sites

if the file server for the conpute site is a
file server i.e url prefix file://

sym ink jobs need to be added that require
the synmink transfer jobs to
be run renotely.

This property can be used to change the default behav-
iour of Pegasus and force pegasus to run different types
of transfer jobs for the sites specified on the remote site.

The table below illustrates al the possible variations of
the property.

Property Name Appliesto
pegasus.transfer.stagein.re- | the stage in transfer jobs
mote.sites

pegasus.transfer.stage- the stage out transfer jobs

out.remote.sites

pegasus.transfer.inter.re- | the inter site transfer jobs

mote.sites
pegasus.transfer.* .re- apply to types of transfer
mote.sites jobs

In addition * can be specified as a property value, to des-
ignate that it appliesto all sites.

Property Key: pegasus.transfer.staging.delimiter
Profile Key: N/A

Scope  : Properties
Since  :200
Type : String
Default

Pegasus supports executable staging as part of the work-
flow. Currently staging of statically linked executablesis
supported only. An executable is normally staged to the
work directory for the workflow/partition on the remote
site. The basename of the staged executable is derived
from the namespace,name and version of the transforma-
tion in the transformation catalog. This property sets the
delimiter that is used for the construction of the name of
the staged executable.

Property Key: pegasus.transfer.disable.chnmod.sites
Profile Key: N/A

Scope  : Properties

Since :2.00

Type : comma separated list of sites
Default  : (no default)

During staging of executablesto remote sites, chmod jobs
are added to the workflow. These jobs run on the remote
sites and do a chmod on the staged executable. For some
sites, this maynot be required. The permissions might be
preserved, or there maybe an automatic mechanism that
doesit.

This property allowsyou to specify thelist of sites, where
you do not want the chmod jobs to be executed. For those
sites, the chmod jobs are replaced by NoOP jobs. The
NOOP jobs are executed by Condor, and instead will im-
mediately have aterminate event writtento thejob log file
and removed from the queue.

Property Key: pegasus.transfer.setup.source.base.url
Profile Key: N/A

Scope  : Properties
Since :200

Type : URL
Default  : (no default)

This property specifiesthe base URL to the directory con-
taining the Pegasus worker package builds. During Stag-
ing of Executable, the Pegasus Worker Package is also
staged to the remote site. The worker packages are by de-
fault pulled from the http server at pegasus.isi.edu. This
property can be used to override the location from where
theworker package are staged. Thismaybe required if the

245




Configuration

remote computes sites don't alows files transfers from a
http server.

Monitoring Properties

Table 13.23. Monitoring Properties

Key Attributes

Description

Property Key: pegasus.monitord.events
Profile Key: N/A

Scope  : Properties

Since :3.02

Type : String

Default : true

See Also : pegasus.catalog.workflow.url

This property determines whether pegasus-monitord gen-
erates log events. If log events are disabled using this
property, no bp file, or database will be created, even if
the pegasus.monitord.output property is specified.

Property Key: pegasus.catal og.workflow.url
Profile Key: N/A

Scope  : Properties

Since :45

Type : String

Default : SQlite database in submit
directory.

See Also : pegasus.monitord.events

This property specifies the destination for generated log
eventsin pegasus-monitord. By default, events are stored
in a sglite database in the workflow directory, which
will be created with the workflow's name, and a ".stam-
pede.db" extension. Users can specify an alternative data-
base by using a SQLAIlchemy connection string. Details
are available at:

http://ww. sqgl al cheny. or g/ docs/ 05/ r ef er ence/
di al ects/index. htm

It isimportant to note that users will need to have the ap-
propriate db interface library installed. Which is to say,
SQLAIlchemy isawrapper around the mysql interface li-
brary (for instance), it does not provide a MySQL driver
itself. The Pegasus distribution includes both SQLAIche-
my and the SQLite Python driver. Asafinal note, itisim-
portant to mention that unlikewhen using SQL ite databas-
es, using SQLAIchemy with other database servers, e.g.
MySQL or Postgres , the target database needs to exist.
Users can aso specify afile name using this property in
order to create afile with the log events.

Example values for the SQLAIchemy connection string
for various end points are listed below

SQL Alchemy End Point
Netlogger BP File

Example Value

file:///submit/dir/mywork-
flow.bp

SQL Lite Database sglite:///submit/dir/my-

workflow.db

MySQL Database mysql://user:pass-
word@host: port/database-

name

Property Key: pegasus.catal og.master.url
Profile Key: N/A

Scope  : Properties

Since :4.2

Type : String

Default  : sglite database in $HOM E/.pegasus/workflov
See Also : pegasus.catalog.workflow.url

This property specifies the destination for the workflow
dashboard database. By default, the workflow dashboard
datbase defaults to a sglite database named workflow.db
in the $SHOME/.pegasus directory. This is database is
shared for al workflowsrun asaparticular user. Userscan
vspbcify an alternative database by using a SQLAIchemy

connection string. Details are available at:
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http://ww. sql al cheny. or g/ docs/ 05/ r ef er ence/
di al ects/index. htm

It isimportant to note that users will need to have the ap-
propriate db interface library installed. Which is to say,
SQLAIlchemy isawrapper around the mysql interface li-
brary (for instance), it does not provide a MySQL driver
itself. The Pegasus distribution includes both SQLAIche-
my and the SQLite Python driver. Asafinal note, itisim-
portant to mention that unlikewhen using SQL ite databas-
es, using SQLAIchemy with other database servers, e.g.
MySQL or Postgres , the target database needs to exist.
Users can also specify a file name using this property in
order to create afile with the log events.

Example values for the SQLAIchemy connection string
for various end points are listed below

SQL Alchemy End Point
SQL Lite Database

Example Value

sqlite:///shared/mywork-
flow.db

mysql://user:pass-
word@host: port/database-
name

MySQL Database

Property Key: pegasus.monitord.output
Profile Key: N/A

Scope  : Properties

Since :3.0.2

Type : String

Default  : SQlite database in submit
directory.

See Also : pegasus.monitord.events

This property has been deprecated in favore of pega-
sus.catalog.workflow.url that introduced in 4.5 release.
Support for this property will be dropped in future rel eas-
€s.

Property Key: pegasus.dashboard.output
Profile Key: N/A

Scope  : Properties

Since :4.2

Type : String

Default  : sglite database in $HOME/.pegasus/workflov
See Also : pegasus.monitord.output

This property has been deprecated in favore of pega
sus.catalog.master.url that introduced in 4.5 release. Sup-
port for this property will be dropped in future releases.

v.db

Property Key: pegasus.monitord.notifications
Profile Key: N/A

Scope  : Properties

Since :3.10

Type : Boolean

Default : true

See Also : pegasus.monitord.notifications.max
See Also : pegasus.monitord.notifications.timeout

This property determines how many notification scripts
pegasus-monitord will call concurrently. Upon reaching
thislimit, pegasus-monitord will wait for one notification
script to finish beforeissuing ancther one. Thisisaway to
keep the number of processes under control at the submit
host. Setting this property to 0 will disable notifications
completely.

Property Key: pegasus.monitord.notifications.max
Profile Key: N/A

Scope  : Properties

Since :3.10

Type . Integer

Default : 10

See Also : pegasus.monitord.notifications

See Also : pegasus.monitord.notifications.timeout

This property determines whether pegasus-monitord
processes notifications. When notifications are enabled,
pegasus-monitord will parse the .notify file generated by
pegasus-plan and will invoke notification scripts whenev-
er conditions matches one of the notifications.
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Property Key: pegasus.monitord.notifications.timeout
Profile Key: N/A

Scope  : Properties

Since :3.10

Type . Integer

Default : true

See Also : pegasus.monitord.notifications.
See Also : pegasus.monitord.notifications.max

Thisproperty determineshow long will pegasus-monitord
let notification scripts run before terminating them. When
this property is set to 0 (default), pegasus-monitord will
not terminate any notification scripts, letting them runin-
definitely. If some notification scripts missbehave, this
has the potential problem of starving pegasus-monitord's
notification slots (see the pegasus.monitord.notification-
s.max property), and block further notifications. In addi-
tion, users should be aware that pegasus-monitord will not
exit until al notification scripts are finished.

Property Key: pegasus.monitord.stdout.disable.parsing
Profile Key: N/A

Scope  : Properties
Since :311
Type : Boolean
Default : fase

By default, pegasus-monitord parsesthe stdout/stderr sec-
tion of the kickstart to popul ate the applications captured
stdout and stderr in the job instance table for the stampede
schema. For large workflows, this may slow down moni-
tord especially if the application is generating alot of out-
put to it's stdout and stderr. This property, can be used to
turn of the database population.

Property Key: pegasus.monitord.arguments
Profile Key: N/A

Scope  : Properties
Since :4.6

Type : String
Default : N/A

This property specifies additional command-line argu-
ments that should be passed to pegasus-monitord at start-
up. These additional arguments are appended to the argu-
ments given to pegasus-monitord.

Job Clustering Properties

Table 13.24. Job Clustering Properties

Key Attributes

Description

Property Key: pegasus.clusterer.job.aggregator
Profile Key: N/A

Scope  : Properties
Since :20

Type : String

Values : segexec|mpiexec
Default  : segexec

A large number of workflows executed through the Virtu-
a Data System, are composed of several jobs that run for
only afew seconds or so. The overhead of running any job
onthegridisusually 60 secondsor more. Hence, it makes
sense to collapse small independent jobs into alarger job.
This property determines, the executable that will be used
for running the larger job on the remote site.

In this mode, the executable used to run
themerged job is " pegasus-cluster” that runs
each of the smaller jobs sequentially on the
same node. The executable "pegasus-clus-
ter" is a PEGASUS tool distributed in the
PEGASUS worker package, and can be usu-
aly found at { pegasus.home} /bin/segexec.

segexec

In this mode, the executable used to run the
merged job is "pegasus-mpi-cluster" (PMC)
that runsthe smaller jobs viampi on n nodes
where n isthe nodecount associated with the
merged job. The executable "pegasus-mpi-
cluster" isaPEGASUStool distributedinthe
PEGASUS distribution and is built only if
mpi compiler is available.

mpiexec

Property Key: pegasus.clusterer.job.aggregator.segexec.
Profile Key: N/A

Scope  : Properties

Since :23

dtpe tool pegasus-cluster logs the progress of the jobs that
are being run by it in aprogress file on the remote cluster
whereit is executed.
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Type : Boolean

Default : fase

See Also : pegasus.clusterer.job.aggregator

See Also : pegasus.clusterer.job.aggregator.segexec.log

This property setsthe Boolean flag, that indicates whether
to turn on the logging or not.

global

Property Key: pegasus.clusterer.job.aggregator.segexec.
Profile Key: N/A

Scope  : Properties

Since :23

Type : Boolean

Default : false

See Also : pegasus.clusterer.job.aggregator

See Also : pegasus.clusterer.job.aggregator.segexec.log

dtpe tool pegasus-cluster logs the progress of the jobs that
are being run by it in aprogress file on the remote cluster
whereit is executed. The progresslog is useful for you to
track the progress of your computations and remote grid
debugging. The progress log file can be shared by multi-
ple pegasus-cluster jobs that are running on a particular
cluster as part of the same workflow. Or it can be per job.

global
This property setsthe Boolean flag, that indicates whether

to have asingle global log for all the pegasus-cluster jobs
on aparticular cluster or progress log per job.

Property Key: pegasus.clusterer.job.aggregator.segexec.
Profile Key: N/A

Scope  : Properties

Since :22

Type : Boolean

Default : true

See Also : pegasus.clusterer.job.aggregator

Bstjadffil t " pegasus-cluster” does not stop execution even
if one of the clustered jobs it is executing fails. This is
because "pegasus-cluster” triesto get as much work done
aspossible.

This property setsthe Boolean flag, that indicates whether
to make "pegasus-cluster” stop on the first job failure it
detects.

Property Key: pegasus.clusterer.label .key
Profile Key: N/A

Scope  : Properties
Since :20

Type : String
Default  : label

While clustering jobs in the workflow into larger jobs,
you can optionally label your graph to control which jobs
are clustered and to which clustered job they belong.
This done using a label based clustering scheme and is
done by associating aprofile/label key in the PEGASUS
namespace with the jobs in the DAX. Each job that has
the same value/label value for this profile key, is put in
the same clustered job.

This property allows you to specify the PEGASUS pro-
file key that you want to use for label based clustering.

Logging Properties

Table 13.25. Logging Properties

Key Attributes

Description

Property Key: pegasus.log.manager
Profile Key: N/A

Scope  : Properties
Since :220

Type : String

Values : Default|Log4J]
Default : Default

See Also  :pegasus.log.manager.formatter

This property sets the logging implementation to use for
logging.

Default Thisimplementation refersto the legacy Pe-
gasus logger, that logs directly to stdout and
stderr. It however, does have the concept of
levels similar to log4j or syslog.

Log4j Thisimplementation, usesLog4j to log mes-

sages. The logdj properties can be specified
in a properties file, the location of which is
specified by the property

pegasus. | og. manager . | og4j . conf

Property Key: pegasus.log.manager.formatter
Profile Key: N/A
Scope  : Properties

This property sets the formatter to use for formatting the
log messages while logging.
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Since
Type
Values
Default
See Also

1220

: String

: Simple|Netlogger
: Simple

: pegasus.log.manager

Simple

Netlogger

This formats the messages in a sim-
ple format. The messages are logged
as is with minimal formatting. Below
are sample log messages in this format
while ranking a dax according to perfor-
mance.

event . pegasus. ranki ng dax.id sel8-
gda. dax - STARTED
event . pegasus. parsi ng. dax dax.id
sel8-gda- nested.dax - STARTED
event . pegasus. parsi ng. dax dax.id
sel8-gda- nested.dax - FIN SHED
job.id jobGDA
job.id jobGDA query. nanme
getpredi cted performace tinme
10. 00
event . pegasus. ranki ng dax.id sel8-
gda.dax - FI NI SHED

This formats the messages in the Net-
logger format , that is based on key val-
ue pairs. The netlogger format is use-
ful for loading the logs into a database
to do some meaningful analysis. Below
are sample log messages in this format
while ranking a dax according to perfor-
mance.

t s=2008- 09- 06T12: 26: 20. 1005027
event =event . pegasus. r anki ng. st art
\

nsgi d=6bc49c1f - 112e- 4cdb-

af 54- 3e0af b5d593c \

event | d=event . pegasus. r anki ng_8d7c0
aof 2- 1f b57¢6394d5 \

dax. i d=sel8- gda. dax prog=Pegasus

t s=2008- 09- 06T12: 26: 20. 100750Z
event =event . pegasus. par si ng. dax. st
\

nsgi d=f ed3ebdf - 68e6- 4711- 8224-
al6bblad2969 \

event | d=event . pegasus. par si ng. dax_8
blilc- b49def 0c5232\

dax. i d=sel8- gda- nest ed. dax
pr og=Pegasus

t s=2008- 09- 06T12: 26: 20. 1008947
event =event . pegasus. par si ng. dax. en
\

nmsgi d=a81e92ba- 27df - 451f - bb2b-
b60d232edlad \

event | d=event . pegasus. par si ng. dax_8
blilc- b49def 0c5232

t s=2008- 09- 06T12: 26: 20. 100395Z
event =event . pegasus. ranki ng \

nsgi d=4dcech68- 74f e- 4f d5- aa9e-
ealcee88727d \

event | d=event . pegasus. r anki ng_8d7c0
aof 2- 1f b57¢6394d5 \

job.id="j obGDA"

t s=2008- 09- 06T12: 26: 20. 100395Z
event =event . pegasus. ranki ng \

nsgi d=4dcech68- 74f e- 4f d5- aa9e-

ealcee88727d \

event | d=event . pegasus. r anki ng_8d7c0

aof 2- 1f b57¢6394d5 \

job.id="]j obGDA"

query. name="get predi ct ed
performace" tine="10.00"

t s=2008- 09- 06T12: 26: 20. 102003Z
event =event . pegasus. r anki ng. end \

a3c- 9271-4c9c-

art

87134a8- 39ch- 40f 1-

87134a8- 39ch- 40f 1-

a3c- 9271-4c9c-

a3c- 9271-4c9c-
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nmsgi d=31f 50f 39-

ef e2- 47f c- 9f 4¢- 07121280cd64 \

event | d=event . pegasus. r anki ng_8d7c0
aof 2- 1f b57¢6394d5

a3c-9271-4c9c-

Property Key: pegasus.log.*
Profile Key: N/A

Scope  : Properties
Since :20

Type : file path
Default  : no default

This property setsthe path to the filewhereall the logging
for Pegasus can be redirected to. Both stdout and stderr
are logged to the file specified.

Property Key: pegasus.|log.memory.usage
Profile Key: N/A

Scope  : Properties
Since :4.34
Type : Boolean
Default : false

This property if set to true, will result in the planner writ-
ing out VM heap memory statistics at the end of the plan-
ning process at the INFO level. This is useful, if users
want to finetunetheir javamemory settings by setting JA-
VA_HEAPMAX and JAVA_HEAPMIN for large work-
flows.

Property Key: pegasus.metrics.app
Profile Key: N/A

Scope  : Properties
Since :4.30

Type : String
Default : (no default)

This property namespace allows users to pass application
level metricsto the metrics server. The value of this prop-
erty isthe name of the application.

Additional application specific attributes can be passed by
using the prefix pegasus.metrics.app

pegasus. metrics. app. [arri bute-nane]
attribute-val ue

Note: the attribute cannot be named name. This attribute
is automatically assigned the value from pegasus.metric-

s.app

Cleanup Properties

Table 13.26. Cleanup Properties

Key Attributes

Description

Property Key: pegasus.file.cleanup.strategy
Profile Key: N/A

Scope  : Properties
Since :22-

Type : String
Default : InPlace

This property is used to select the strategy of how the
cleanup nodes are added to the executable workflow.

InPlace The default cleanup strategy. Adds
cleanup nodes per level of the work-
flow.

Constraint Adds cleanup nodes to constraint the

amount of storage space used by awork-
flow.

Note that this property is overridden by the --cleanup op-
tion used in pegasus-plan.

Property Key: pegasus.file.cleanup.impl
Profile Key: N/A

Scope  : Properties
Since :22

Type : String
Default : Cleanup

This property is used to select the executable that is used
to create the working directory on the compute sites.

The default executable that is used to delete
files is the "pegasus-transfer" executable
shipped with Pegasus. It is found at $PE-
GASUS_HOME/bin/pegasus-transfer in the
Pegasus distribution. An entry for transfor-
mation pegasus::dirmanager needs to ex-
ist in the Transformation Catalog or the

Cleanup
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PEGASUS HOME environment variable
should be specified in the site catal og for the
sites for this mode to work.

RM This mode results in the rm executable to be
used to delete files from remote directories.
The rm executable is standard on *nix sys-

temsand isusually found at /bin/rm location.

Property Key: pegasus.file.cleanup.clusters.num
Profile Key: N/A

Scope  : Properties
Since :4.20
Type . Integer

In case of the InPlace strategy for adding the cleanup
nodes to the workflow, this property specifies the maxi-
mum number of cleanup jobs that are added to the exe-
cutable workflow on each level.

Property Key: pegasus.file.cleanup.clusters.size
Profile Key: N/A

Scope  : Properties
Since :4.20
Type : Integer
Default :2

In case of the InPlace strategy this property sets the
number of cleanup jobs that get clustered into a big-
ger cleanup job. This parameter is only used if pega
sus.file.cleanup.clusters.num is not set.

Property Key: pegasus.file.cleanup.scope
Profile Key: N/A

Scope  : Properties

Since :230

Type : Enumeration
Value : fullahead|deferred
Default  : fullahead

By default in case of deferred planning InPlace file
cleanup is turned OFF. Thisis because the cleanup algo-
rithm does not work across partitions. This property can
be used to turn on the cleanupin case of deferred planning.

fullahead This is the default scope. The pegasus
cleanup agorithm does not work across
partitionsin deferred planning. Hencethe
cleanup is always turned OFF , when de-
ferred planning occurs and cleanup scope

is set to full ahead.

deferred If the scopeis set to deferred, then Pega-
sus will not disable file cleanup in case
of deferred planning. This is useful for
scenarios where the partitions themselves
are independant ( i.e. dont share files).
Even if the scope is set to deferred, users
can turn off cleanup by specifying --no-

cleanup option to pegasus-plan.

Property Key: pegasus.file.cleanup.constraint.* .maxspad
Profile Key: N/A

Scope  : Properties
Since :4.6.0

Type : String
Default : 10737418240

1 his property is used to set the maximum avaialble space
(i.e., congtraint) per site in Bytes. The * in the property
name denotes the name of the compute site. A * in the
property key is taken to mean al sites.

Property Key: pegasus.file.cleanup.constraint.deferstage
Profile Key: N/A

Scope  : Properties
Since :4.6.0
Type : Boolean
Default : False

if&is property is used to determine whether stage in jobs

may be deferred. If this property is set to False (default),
all stageinjobswill be marked as executing onthe current
compute site and will be executed before any task. This
property has no effect when running in amulti site case.

Property Key: pegasus.file.cleanup.constraint.csv
Profile Key: N/A

This property is used to specify a CSV file with alist of
LFNs and their respective sizes in Bytes. The CSV file
must be composed of two columns: filename and length.

Scope  : Properties
Since :4.6.1
Type : String
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Default  : (no default)

Miscellaneous Properties

Table 13.27. Miscellaneous Properties

Key Attributes

Description

Property Key: pegasus.code.generator
Profile Key: N/A

Scope  : Properties

Since :30

Type : String

Values : Condor|Shell|PMC

Default : Condor

See Also : pegasus.log.manager.formatter

This property is used to load the appropriate Code Gener-
ator to use for writing out the executable workflow.

Condor  Thisisthe default code generator for Pegasus.
This generator generates the executable work-
flow asa Condor DAG file and associated job
submit files. The Condor DAG file is passed
as input to Condor DAGMan for job execu-
tion.

Shell This Code Generator generates the executable
workflow asashell script that can be executed
on the submit host. While using this code gen-
erator, all the jobs should be mapped to site
local i.e specify --siteslocal to pegasus-plan.

PMC This Code Generator generates the executable
workflow as a PMC task workflow. This is
useful torun on platformswhereit not feasible
to run Condor such as the new XSEDE ma-
chines such as Blue Waters. In this mode, Pe-
gasus will generate the executable workflow
as a PMC task workflow and a sample PBS
submit script that submits this workflow.

Property Key: pegasus.condor.concurrency.limits
Profile Key: N/A

Scope  : Properties

Since :453

Type : Boolean

Default : False

ThisBoolean property is used to determine whether Pega-
sus associates default HTCondor concurrency limits with
jobs or not. Setting this property to true, allows you to
throttle jobs across workflows, if the workflow are set to
run in pure condor environment.

Property Key: pegasus.register
Profile Key: N/A

Scope  : Properties

Since  :4.1.-

Type : Boolean

Default : true

Pegasus createsregistration jobsto register the output files
in the replica catalog. An output file is registered only if

1) auser has configured areplicacatalog in the properties
2) theregister flags for the output filesinthe DAX are set
to true

This property can be used to turn off the creation of the
registration jobs even though the files maybe marked to
be registered in the replica catal og.

Property Key: pegasus.register.deep
Profile Key: N/A
Scope  : Properties

Since :45.3.-
Type : Boolean
Default : true

By default, Pegasus always registers the complete LFN
that is associated with the output files in the DAX i.e if
the LFN has/ init, then Ifn registered in the replica cata-
log has the whole part. For example, if in your DAX you
have rupture/0001.rx asthe name attribute for the usestag,
then in the Replica Catalog the LFN is registered as rup-
ture/0001.rx

On setting this property to false, only the basename is
considered while registering in the replica catalog. In the
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above case, 0001.rx will be registered instead of rup-
ture/0001.rx

Property Key: pegasus.data.reuse.scope
Profile Key: N/A

Scope  : Properties
Since  :450

Type : Enumeration
Value : nonelpartia|full
Default : full

This property is used to control the behavior of the data
reuse algorithm in Pegasus

none This is same as disabling data reuse. It is
equivalent to passing the --force option to
pegasus-plan on the command line.

partial In this case, only certain jobs ( those that
have pegasus profile key enable for_da-
ta_reuse set to true ) are checked for pres-
ence of output files in the replica catalog.
This gives users control over what jobs are

deleted as part of the data reuse algorithm.

full This is the default behavior, where al the
jobs output files are looked up in the replica

catalog.

Property Key: pegasus.catal og.transformati on.mapper
Profile Key: N/A

Scope  : Properties

Since :20

Type : Enumeration

Value : All|Installed|Staged|Submit
Default : All

Pegasus supports transfer of statically linked executables
as part of the executable workflow. At present, there is
only support for staging of executables referred to by the
compute jobs specified in the DAX file. Pegasus deter-
mines the source locations of the binaries from the trans-
formation catalog, where it searches for entries of type
STATIC_BINARY for aparticular architecturetype. The
PFN for these entries should refer to a globus-url-copy
valid and accessible remote URL. For transfer of executa-
bles, Pegasus constructs a soft state map that resides on
top of the transformation catal og, that helps in determin-
ing the locations from where an executable can be staged
to the remote site.

This property determines, how that map is created.

All In this mode, al sources with entries
of type STATIC_BINARY for a partic-
ular transformation are considered valid
sources for the transfer of executables.
This the most general mode, and results
in the constructing the map as a result of

the cartesian product of the matches.

Installed In this mode, only entriesthat are of type
INSTALLED areused whileconstructing
the soft state map. Thisresultsin Pegasus
never doing any transfer of executablesas
part of theworkflow. It alwaysprefersthe
installed executables at the remote sites.
Staged In this mode, only entriesthat are of type
STATIC_BINARY are used while con-
structing the soft state map. This results
in the concrete workflow referring only
to the staged executables, irrespective of
the fact that the executables are aready
installed at the remote end.

Submit In this mode, only entriesthat are of type

STATIC_BINARY and reside at the sub-
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mit host ("site" local), are used while con-
structing the soft state map. Thisis espe-
cialy helpful, when the user wantsto use
the latest compute code for his computa-
tionson thegrid and that relieson his sub-
mit host.

Property Key: pegasus.selector.transformation
Profile Key: N/A

Scope  : Properties

Since :20

Type : Enumeration

Value : Random|lnstalled|Staged|Submit
Default : Random

In case of transfer of executables, Pegasus could have var-
ious transformations to select from when it schedules to
run aparticular computejob at aremote site. For e.git can
have the choice of staging an executable from a particular
remote site, from thelocal (submit host) only, use the one
that isinstalled on the remote site only.

This property determines, how a transformation amongst
the various candidate transformations is selected, and is
applied after the property pegasus.tc has been applied.
For e.g specifying pegasus.tc as Staged and then pe-
gasus.transformation.selector as INSTALLED does not
work, as by the time this property is applied, the soft state
map only has entries of type STAGED.

Random In this mode, a random matching can-
didate transformation is selected to be

staged to the remote execution site.

Installed In this mode, only entriesthat are of type
INSTALLED are selected. This means
that the concrete workflow only refers to
the transformations already pre installed
on the remote sites.

Staged In this mode, only entriesthat are of type
STATIC_BINARY areselected, ignoring
the ones that are installed at the remote
site.

Submit In this mode, only entriesthat are of type
STATIC_BINARY and reside at the sub-
mit host ("site" local), are selected as
sources for staging the executables to the
remote execution sites.

Property Key: pegasus.parser.dax.preserver.linebreaks
Profile Key: N/A

Scope  : Properties
Since :220
Type : Boolean
Default : fase

The DAX Parser normally does not preserve line breaks
while parsing the CDATA section that appears in the ar-
guments section of thejob element inthe DAX. On setting
thisto true, the DAX Parser preservesany lineline breaks
that appear in the CDATA section.

Property Key: pegasus.parser.dax.data.dependencies
Profile Key: N/A

Scope  : Properties
Since :440
Type : Boolean
Default : true

If this property is set to true, then the planner will auto-
matically add edges between jobsinthe DAX onthebasis
of exisitng data dependencies between jobs. For example,
if a JobA generates an output file that is listed as input
for JobB, then the planner will automatically add an edge
between JobA and JobB.
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Chapter 14. Submit Directory Detalls

This chapter describes the submit directory content after Pegasus has planned aworkflow. Pegasustakesin an abstract
workflow ( DAX ) and generates an executable workflow (DAG) in the submit directory.

This document also describes the various Replica Selection Strategies in Pegasus.

Layout

Each executable workflow is associated with a submit directory, and includes the following:
1. <daxlabel-daxindex>.dag

Thisisthe Condor DAGMman dag file corresponding to the executable workflow generated by Pegasus. The dag
file describes the edgesin the DAG and information about the jobsin the DAG. Pegasus generated .dag file usually
contains the following information for each job

a. Thejob submit file for each job in the DAG.

b. The post script that isto be invoked when ajob completes. Thisisusually located at SPEGASUS HOME/bin/
exitpost and parses the kickstart record in the job's.out file and determines the exitcode.

¢. JOB RETRY - the number of timesthejob isto beretried in case of failure. In Pegasus, the job postscript exits
with anon zero exitcode if it determines a failure occurred.

2. <daxlabel-daxindex>.dag.dagman.out

When a DAG ( .dag file) is executed by Condor DAGMan , the DAGMan writes out it's output to the <daxla-
bel-daxindex>.dag.dagman.out file . Thisfiletells usthe progress of the workflow, and can be used to determine
the status of the workflow. Most of pegasus tools mine the dagman.out or jobstate.log to determine the progress
of the workflows.

3. <daxlabel-daxindex>.static.bp

This file contains netlogger events that link jobs in the DAG with the jobs in the DAX. This file is parsed by
pegasus-monitord when aworkflow starts and populated to the stampede backend.

4. <daxlabel-daxindex>.notify

Thisfile contains all the notifications that need to be set for the workflow and the jobs in the executable workflow.
The format of notify file is described here

5. <daxlabel-daxindex>.replica.store
Thisisafile based replica catalog, that only lists file locations are mentioned in the DAX.
6. <daxlabel-daxindex>.dot

Pegasus creates a dot file for the executable workflow in addition to the .dag file. This can be used to visualize the
executable workflow using the dot program.

7. <job>.sub

Each job in the executable workflow is associated with it's own submit file. The submit file tells Condor how to
execute the job.

8. <job>.out.00n

The stdout of the executabl e referred in the job submit file. In Pegasus, most jobs are launched viakickstart. Hence,
thisfile containsthe kickstart XML provenance record that captures runtime provenance on the remote node where
thejob was executed. n varies from 1-N where N isthe JOB RETRY value in the .dag file. The exitpost executable
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is invoked on the <job>.out file and it moves the <job>.out to <job>.out.00n so that the the job's .out files are
preserved across retries.

9. <job>.err.00n

The stderr of the executable referred in the job submit file. In case of Pegasus, mostly the jobs are launched via
kickstart. Hence, this file contains stderr of kickstart. This is usually empty unless there in an error in kickstart
e.g. kickstart segfaults, or kickstart location specified in the submit file is incorrect. The exitpost executable is
invoked on the <job>.out file and it moves the <job>.err to <job>.err.00n so that the the job's .out files are
preserved across retries.

10jobstate.log

The jobstate.log file is written out by the pegasus-monitord daemon that is launched when a workflow is submit-
ted for execution by pegasus-run. The pegasus-monitord daemon parses the dagman.out file and writes out the
jobstate.log that is easier to parse. The jobstate.log captures the various states through which ajob goes during the
workflow. There are other monitoring related files that are explained in the monitoring chapter.

11.braindump.txt

Contains information about pegasus version, dax file, dag file, dax label.

Condor DAGMan File

The Condor DAGMan file ( .dag ) is the input to Condor DAGMan ( the workflow executor used by Pegasus) .
Pegasus generated .dag file usually contains the following information for each job:
1. Thejob submit file for each job in the DAG.

2. The post script that is to be invoked when ajob completes. This is usualy found in SPEGASUS _HOME/bin/
exitpost and parses the kickstart record in the job's .out file and determines the exitcode.

3. JOB RETRY - the number of timesthe job isto beretried in case of failure. In case of Pegasus, job postscript exits
with anon zero exitcode if it determines afailure occurred.

4. The pre script to be invoked before running ajob. Thisis usually for the dax jobs in the DAX. The pre script is
pegasus-plan invocation for the subdax.

In the last section of the DAG file the relations between the jobs ( that identify the underlying DAG structure ) are
highlighted.

Sample Condor DAG File

# PEGASUS WVB GENERATED DAG FI LE
# DAG bl ackdi anond
# Index = 0, Count =1

JOB create_dir_bl ackdi amond_0_i si _viz create_dir_bl ackdi amond_0O_i si _vi z. sub
SCRI PT POST create_dir_bl ackdi amond_0O_i si _vi z / pegasus/ bi n/ pegasus- exi t code \

/ submit-dir/create_dir_bl ackdi amond_0O_i si _vi z. out
RETRY create_dir_bl ackdi anond_0_isi_viz 3

JOB create_dir_bl ackdi amond_0_I| ocal create_dir_bl ackdi amond_0O_I ocal . sub
SCRI PT POST create_dir_bl ackdi amond_0_| ocal /pegasus/ bi n/ pegasus-exitcode
/submit-dir/create_dir_bl ackdi amond_0O_| ocal . out

JOB pegasus_concat _bl ackdi anmond_0 pegasus_concat _bl ackdi anond_0. sub

JOB stage_in_local _isi_viz_0 stage_in_local _isi_viz_0.sub
SCRI PT POST stage_in_|l ocal _isi_viz_0 /pegasus/bin/pegasus-exitcode \
/submit-dir/stage_in_local _isi_viz_0.out

JOB chnod_preprocess_|I DO00001_0 chnod_preprocess_| DO0O0001_0. sub
SCRI PT POST chnod_preprocess_| DO00001_0 / pegasus/ bi n/ pegasus- exi t code \
/ submni t-dir/chnod_preprocess_| DO00001_0. out
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JOB preprocess_| DO0O0001 preprocess_I DOO0001. sub
SCRI PT POST preprocess_| DO00001 / pegasus/ bi n/ pegasus- exi t code \
/ submi t-dir/preprocess_I DO0O0001. out

JOB subdax_bl ack_I DO00002 subdax_bl ack_I DO0O0002. sub
SCRI PT PRE subdax_bl ack_| DO00002 / pegasus/ bi n/ pegasus-pl an \
- Dpegasus. user. properti es=/submt-dir/./dag_1/test_I DO0O0002/
pegasus. 3862379342822189446. properti es\
- Dpegasus. | og. *=/ submi t - di r/ subdax_bl ack_I DO00002. pre. | og \
- Dpegasus. di r. exec=app_domai n/ app - Dpegasus. di r. st orage=duncan - Xmx1024 - Xnms512\
--dir /pegasus-features/dax-3.2/dags \
--relative-dir user/pegasus/bl ackdi anmond/ run0005/ user/ pegasus/ bl ackdi anond/ run0005/./dag_1 \
--relative-submt-dir user/pegasus/bl ackdi amond/ run0005/./dag_1/test_I DOO0002\
--basenanme bl ack --sites dax_site \

--output local --force --nocleanup \
--verbose --verbose --verbose --verbose --verbose --verbose --verbose \
--verbose --monitor --deferred --group pegasus --rescue 0\

--dax /submit-dir/./dag_1/test_I DO00002/ dax/ bl ackdi anmond_dax. xmi

JOB stage_out _| ocal _isi_viz_0_0 stage_out_local _isi_viz_0_0.sub
SCRI PT POST stage_out_l ocal _isi_viz_0_0 /pegasus/bin/ pegasus-exitcode /submt-dir/
stage_out _l ocal _isi_viz_0_0. out

SUBDAG EXTERNAL subdag_bl ack_| DO00003 / User s/ user/ Pegasus/ wor k/ dax- 3. 2/ bl ack. dag DI R / duncan/ t est

JOB cl ean_up_stage_out _| ocal _isi_viz_0_0 clean_up_stage_out_l| ocal _isi_viz_0_0.sub
SCRI PT POST cl ean_up_stage_out _local _isi_viz_0_0 /1fsl1/devel/ Pegasus/ pegasus/ bi n/ pegasus-exitcode \
/ submit-dir/clean_up_stage_out _|ocal _isi_viz_0_0.out

JOB cl ean_up_preprocess_I DO0O0001 cl ean_up_preprocess_| DOO0001. sub
SCRI PT POST cl ean_up_preprocess_| DO00001 /1 fs1/devel / Pegasus/ pegasus/ bi n/ pegasus-exi tcode \
/ submi t-dir/clean_up_preprocess_|I DO0O0001. out

PARENT create_dir_bl ackdi anond_0_i si _vi z CH LD pegasus_concat _bl ackdi anond_0
PARENT create_di r_bl ackdi anond_0_| ocal CHI LD pegasus_concat _bl ackdi anond_0
PARENT stage_out_local _isi_viz_0_0 CH LD clean_up_stage_out_local _isi_viz_0_0
PARENT st age_out _l ocal _isi_viz_0_0 CH LD cl ean_up_preprocess_| D000001

PARENT pr eprocess_| D0O00001 CHI LD subdax_bl ack_I DO00002

PARENT preprocess_| DO00001 CHI LD stage_out_local _isi_viz_0_0

PARENT subdax_bl ack_| D0O00002 CHI LD subdag_bl ack_| DO00003

PARENT stage_in_local _isi_viz_0 CH LD chnod_preprocess_| DO00001_0

PARENT stage_in_l ocal _isi_viz_0 CH LD preprocess_| D000001

PARENT chnod_preprocess_| DO00001_0 CHI LD preprocess_| DO00001

PARENT pegasus_concat _bl ackdi anond_0 CHI LD stage_in_local _isi_viz_0

# End of DAG

Kickstart XML Record

Kickstart is a light weight C executable that is shipped with the pegasus worker package. All jobs are launced via
Kickstart on the remote end, unless explicitly disabled at the time of running pegasus-plan.

Kickstart does not work with:

1. Condor Standard Universe Jobs

2. MPI Jobs

Pegasus automatically disables kickstart for the above jobs.

Kickstart captures useful runtime provenance information about the job launched by it on the remote note, and putsin
an XML record that it writesto its own stdout. The stdout appearsin the workflow submit directory as <job>.out.00n .
The following information is captured by kickstart and logged:

1. The exitcode with which the job it launched exited.
2. Theduration of the job
3. The start time for the job

4. The node on which thejob ran
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5. The stdout and stderr of the job

6. The arguments with which it launched the job

7. The environment that was set for the job before it was launched.
8. The machine information about the node that the job ran on

Amongst the above information, the dagman.out file gives a coarser grained estimate of thejob duration and start time.

Reading a Kickstart Output File

The kickstart file below has the following fields highlighted:
1. Thehost on which the job executed and the ipaddress of that host

N

. The duration and start time of the job. The time here is in reference to the clock on the remote node where the
job is executed.

. The exitcode with which the job executed

. The arguments with which the job was launched.

. The directory in which the job executed on the remote site
. The stdout of the job

. The stderr of the job

0 N o 0 A~ W

. The environment of the job
<?xm version="1.0" encodi ng="1SO 8859-1"?>

<invocation xm ns="http://pegasus.isi.edu/ schena/invocation" \
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM.Schena- i nst ance" \
xsi : schemalLocati on="http://pegasus.isi.edu/ schena/invocation http://pegasus.isi.edu/ schena/
iv-2.0.xsd" \
version="2.0" start="2009-01-30T19: 17: 41. 157- 06: 00" dur ati on="0. 321"
transformati on="pegasus: : di r manager "\
derivation="pegasus: : di rmanager: 1. 0" resource="cobalt" wf-Iabel ="scbh" \
wf - st anp="2009- 01- 30T17: 12: 55- 08: 00" host addr ="141. 142. 30. 219" host nane="co-
| ogi n. ncsa. ui uc. edu"\
pi d="27714" ui d="29548" user="vahi" gi d="13872" group="bvr" unask="0022">

<mai nj ob start="2009-01-30T19: 17: 41. 426- 06: 00" durati on="0. 052" pi d="27783">

<usage utine="0.036" stinme="0.004" mnflt="739" majflt="0" nswap="0" nsignal s="0" nvcsw="36"
ni vesw="3"/>

<status raw="0"><regul ar exitcode="0"/></status>

<statcall error="0">

<!-- deferred flag: 0 -->
<file name="/u/ ac/ vahi / SOFTWARE/ pegasus/ def aul t/ bi n/ di r manager " >23212F7573722F62696E2F656E762070</
file>

<statinfo npde="0100755" size="8202" inode="85904615883" nlink="1" bl ksize="16384" \
bl ocks="24" nti ne="2008- 09-22T18: 52: 37- 05: 00" ati ne="2009- 01- 30T14: 54: 18- 06: 00" \
ctime="2009-01-13T19: 09: 47-06: 00" ui d="29548" user="vahi" gi d="13872" group="bvr"/>
</statcal | >

<ar gument - vect or >

<arg nr="1">--create</arg>

<arg nr="2">--dir</arg>

<arg nr="3">/u/ ac/ vahi / gl obus-t est/EXEC/ vahi / pegasus/ sch/ run0001</ ar g>
</ ar gunent - vect or >

</ mai nj ob>
<cwd>/ u/ ac/ vahi / gl obus-t est/ EXEC</ cwd>
<usage utine="0.012" stinme="0.208" mnflt="4232" majflt="0" nswap="0" nsignal s="0" nvcsw="15"

ni vesw="74"/>
<machi ne page-si ze="16384" provider="LI NUX">
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<st anp>2009- 01- 30T19: 17: 41. 157- 06: 00</ st anp>
<unanme systene"linux" nodename="co-|ogin" rel ease="2.6.16.54-0.2.5-default" machi ne="i a64">#1 SMP

Mon Jan 21\

13:29: 51 UTC 2008</ unanme>
<ram t ot al ="148299268096" free="123371929600" shared="0" buffer="2801664"/>
<swap total ="1179656486912" free="1179656486912"/>
<boot idl e="1315786. 920" >2009- 01- 15T10: 19: 50. 283- 06: 00</ boot >
<cpu count ="32" speed="1600" vendor=""></cpu>
<l oad m n1="3.50" min5="3.50" minl5="2.60"/>
<proc total ="841" runni ng="5" sl eeping="828" stopped="5" vnsi ze="10025418752" rss="2524299264"/>
<task total ="1125" runni ng="6" sl eepi ng="1114" stopped="5"/>
</ machi ne>
<statcall error="0" id="stdin">
<!-- deferred flag: 0 -->
<file nane="/dev/null"/>
<statinfo node="020666" size="0" inode="68697" nlink="1" bl ksize="16384" bl ocks="0" \
nti me="2007- 05- 04T05: 54: 02- 05: 00" ati ne="2007- 05- 04T05: 54: 02- 05: 00" \
ctime="2009-01-15T10: 21: 54- 06: 00" ui d="0" user="root" gi d="0" group="root"/>

</statcal | >

<statcall error="0" id="stdout">

<tenporary name="/tnp/gs.out.s9rTIL" descriptor="3"/>

<statinfo node="0100600" size="29" inode="203420686" nlink="1" bl ksi ze="16384" bl ocks="128" \
nti me="2009- 01- 30T19: 17: 41- 06: 00" ati ne="2009- 01- 30T19: 17: 41- 06: 00"\
ctime="2009-01- 30T19: 17: 41- 06: 00" ui d="29548" user="vahi" gi d="13872" group="bvr"/>

<dat a>nkdir finished successfully.

</ dat a>

</statcal | >

<statcall error="0" id="stderr">

<tenporary name="/tnp/gs.err. kobn3S" descriptor="5"/>

<statinfo node="0100600" size="0" inode="203420689" nlink="1" bl ksi ze="16384" bl ocks="0" \
nti me="2009- 01- 30T19: 17: 41- 06: 00" ati ne="2009- 01- 30T19: 17: 41- 06: 00" \

ctime="2009-01-30T19: 17: 41- 06: 00" ui d="29548" user="vahi" gi d="13872" group="bvr"/>

</statcal | >

<statcall error="0" id="gridstart">

<!-- deferred flag: 0 -->
<file nanme="/u/ ac/ vahi / SOFTWARE/ pegasus/ def aul t/ bi n/ ki ckstart">7F454C46020101000000000000000000</
file>

<statinfo npde="0100755" size="255445" inode="85904615876" nlink="1" bl ksi ze="16384" bl ocks="504" \
nti me="2009- 01- 30T18: 06: 28- 06: 00" ati me="2009-01-30T19: 17: 41- 06: 00"\
cti me="2009- 01- 30T18: 06: 28- 06: 00" ui d="29548" user="vahi" gi d="13872" group="bvr"/>
</statcal | >
<statcall error="0" id="logfile">
<descri ptor nunber="1"/>
<statinfo node="0100600" size="0" inode="53040253" nlink="1" bl ksize="16384" bl ocks="0" \
nti me="2009- 01- 30T19: 17: 39- 06: 00" ati ne="2009- 01- 30T19: 17: 39- 06: 00" \
ctime="2009-01-30T19: 17: 39- 06: 00" ui d="29548" user="vahi" gi d="13872" group="bvr"/>
</statcal | >
<statcall error="0" id="channel ">
<fifo nanme="/tnp/gs. app.!|enlnD" descriptor="7" count="0" rsize="0" wsize="0"/>
<statinfo node="010640" size="0" inode="203420696" nlink="1" bl ksize="16384" bl ocks="0" \
ntime="2009-01- 30T19: 17: 41- 06: 00" ati me="2009- 01- 30T19: 17: 41- 06: 00" \
ctime="2009-01-30T19: 17: 41- 06: 00" ui d="29548" user="vahi" gi d="13872" group="bvr"/>
</statcal |l >

<envi r onnment >

<env key="GLOBUS_GRAM JOB_CONTACT" >htt ps://co-1 ogi n. ncsa. ui uc. edu: 50001/ 27456/ 1233364659/ </ env>
<env key="GLOBUS_GRAM MyYJOB_CONTACT" >URLx- nexus: // co-| ogi n. ncsa. ui uc. edu: 50002/ </ env>

<env key="CGLOBUS_LOCATI ON'>/ usr /| ocal / prews-gram 4. 0. 7-r1/ </ env>

</ envi r onment >

<r esour ce>

<soft id="RLIMT_CPU'>unlim ted</soft>
<hard id="RLIM T_CPU'>unl i m t ed</ har d>
<soft id="RLIMT_FSI ZE">unl i m ted</soft>
</ resource>

</invocation>

Jobstate.Log File

The jobstate.log file logs the various states that a job goes through during workflow execution. It is created by the
pegasus-monitord daemon that is launched when a workflow is submitted to Condor DAGMan by pegasus-run.
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pegasus-monitor d parsesthe dagman.out file and writes out thejobstate.log file, theformat of whichismoreamenable

to parsing.

Note

The jobstate.log fileis not created if auser uses condor_submit_dag to submit aworkflow to Condor DAG-

Man.

Thejobstate.log file can be created after aworkflow hasfinished executing by running pegasus-monitor d on the .dag-

man.out file in the workflow submit directory.

Below is a snippet from the jobstate.log for asingle job executed via condorg:

1239666049
1239666059
1239666059
1239666059
1239666064
1239666064
1239666064
1239666069
1239666069

create_dir_bl ackdi anond_0_isi _viz
create_dir_bl ackdi anond_0_isi _viz
create_dir_bl ackdi anond_0_isi _viz
create_dir_bl ackdi anond_0_isi _viz
create_dir_bl ackdi anond_0_isi _viz
create_dir_bl ackdi anond_0_isi _viz
create_dir_bl ackdi anond_0_isi _viz
create_dir_bl ackdi anond_0_isi _viz
create_dir_bl ackdi anond_0_isi _viz

Each entry in jobstate.log has the following:

SUBM T 3758.0 isi viz - 1
EXECUTE 3758.0 isi viz - 1
GLOBUS _SUBM T 3758.0 isi _viz - 1
GRID SUBM T 3758.0 isi viz - 1
JOB_TERM NATED 3758.0 isi_viz - 1
JOB_SUCCESS 0 isi_viz - 1
POST_SCRI PT_STARTED -
POST_SCRI PT_TERM NATED 3758.0 isi_viz - 1
POST_SCRI PT_SUCCESS -

isi_viz -1

isi_viz -1

1. ThelSO timestamp for the time at which the particular event happened.

2. The name of thejob.

. The event recorded by DAGMan for the job.

. The pegasus site to which the job is mapped.
. The job time requirements from the submit file.

. The job submit sequence for this workflow.

. The condor id of the job in the queue on the submit node.

Table 14.1. Thejob lifecycle when executed as part of the wor kflow

STATE/EVENT DESCRIPTION
SUBMIT job is submitted by condor schedd for execution.
EXECUTE condor schedd detects that a job has started execution.

GLOBUS _SUBMIT

thejob has been submitted to the remoteresource. It'sonly
written for GRAM jobs (i.e. gt2 and gt4).

GRID_SUBMIT

same a  GLOBUS SUBMIT event. The
ULOG_GRID_SUBMIT event iswritten for al grid uni-
verse jobs./

JOB_TERMINATED

job terminated on the remote node.

JOB_SUCCESS job succeeded on the remote host, condor id will be zero
(successful exit code).
JOB_FAILURE job failed on the remote host, condor id will be the job's

exit code.

POST_SCRIPT_STARTED

post script started by DA GMan on the submit host, usually
to parse the kickstart output

POST_SCRIPT_TERMINATED

post script finished on the submit node.

POST_SCRIPT_SUCCESS|POST_SCRIPT_FAILURE

post script succeeded or failed.
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There are other monitoring related files that are explained in the monitoring chapter.

Pegasus Workflow Job States and Delays

Thevariousjob statesthat ajob goesthrough ( as caputured in the dagman.out and jobstate.log file) duringit'slifecycle
areillustrated below. The figure below highlights the various local and remote delays during job lifecycle.

PEGASUS WORKFLOW JOB STATES AND DELAYS

B Submit Node Delays
B Remote Node Delays

Condor Submit
<+—— Condor Terminated

Postscript Begin

Postscript End

+—  Condor Execute

+—— (Grid Submit
«— Kickstart Begin
-+ Kickstart End
-

Condor Submit

-
-+

m—— ¥
am - ..

ki Z_I ..

Resource Delay PostScript Startup Delay

Condor Delay

- PARENT JOB -

DagMan Delay

Braindump File

The braindump file is created per workflow in the submit file and contains metadata about the workflow.

Table 14.2. Infor mation Captured in Braindump File

KEY DESCRIPTION

user the username of the user that ran pegasus-plan

grid_dn the Distinguished Name in the proxy

submit_hostname the hostname of the submit host

root_wf_uuid the workflow uuid of the root workflow

wf_uuid the workflow uuid of the current workflow i.e the one
whose submit directory the braindump fileis.

dax the path to the dax file

dax_label the label attribute in the adag element of the dax

dax_index the index in the dax.

dax_version the version of the DAX schemathat DAX referred to.

pegasus wf_name the workflow name constructed by pegasus when plan-
ning

timestamp the timestamp when planning occured

basedir the base submit directory

submit_dir the full path for the submit directory

properties the full path to the propertiesfile in the submit directory
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planner the planner used to construct the executable workflow. al-
way's pegasus

planner_version the versions of the planner

pegasus _build the build timestamp

planner_arguments the arguments with which the planner isinvoked.

jd the path to the jobstate file

rundir the rundir in the numbering scheme for the submit direc-
tories

pegasushome the root directory of the pegasus installation

vogroup the vo group to which the user belongs to. Defaults to pe-
gasus

condor_log thefull path to condor common login the submit directory

notify the notify file that contains any notifications that need to
be sent for the workflow.

dag the basename of the dag file created

type the type of executable workflow. Can be dag | shell

A Sample Braindump Fileis displayed below:

user vabhi

grid_dn null

subm t _host name obel i x

root _wf _uui d a4045eb6- 317a- 4710- 9a73- 96a745chif e8

wf _uui d a4045eb6- 317a- 4710- 9a73- 96a745cb1f e8

dax /datal/scratch/vahi/exanpl es/synthetic-scec/ Test. dax

dax_| abel Stanpede- Test

dax_i ndex 0

dax_version 3.3

pegasus_wf _nane St anpede- Test-0

tinmestanp 20110726T153746- 0700

basedi r /data/scratch/vahi/exanpl es/ synthetic-scec/ dags

subm t _dir /datal/scratch/vahi/exanpl es/synthetic-scec/dags/vahi/pegasus/ St anpede- Test/run0005

properties pegasus. 6923599674234553065. properties

pl anner /data/scratch/vahi/software/install/pegasus/default/bin/pegasus-plan

pl anner _version 3. 1.0cvs

pegasus_bui | d 20110726221240Z

pl anner _argunents "--conf ./conf/properties --dax Test.dax --sites local --output local --dir dags
--force --submt "

jsd jobstate.log

rundi r run0005

pegasushone /data/scratch/vahi/software/install/pegasus/default

vogroup pegasus

condor _| og Stanpede-Test-0.1o0g

notify Stanpede-Test-0.notify

dag Stanpede- Test-0. dag

type dag

Pegasus static.bp File

Pegasus creates aworkflow.static.bp file that links jobs in the DAG with the jobsin the DAX. The contents of thefile
arein netlogger format. The purpose of thisfileisto be ableto link an invocation record of atask to the corresponding
jobinthe DAX

The workflow is replaced by the name of the workflow i.e. same prefix asthe .dag file
In thefile there are five types of events:
e task.info
This event is used to capture information about al the tasks in the DAX( abstract workflow)

« task.edge
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This event is used to capture information about the edges between the tasks in the DAX ( abstract workflow )
¢ job.info

Thisevent is used to capture information about the jobs in the DAG ( executable workflow generated by Pegasus)
e job.edge

This event is used to capture information about edges between the jobs in the DAG ( executable workflow ).
« wf.map.task_job

This event is used to associate the tasksin the DAX with the corresponding jobs in the DAG.
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Chapter 15. Jupyter Notebooks

Introduction

The Jupyter Notebook [http://jupyter.org/] is an open-source web application that allows you to create and share doc-
uments that contain live code, equations, visualizations and explanatory text. Its flexible and portable format resulted
in arapidly adoption by the research community to share and interact with experiments. Jupyter Notebooks has a
strong potential to reduce the gap between researchers and the complex knowledge required to run large-scale scien-
tific workflows via a programmatic high-level interface to accesssmanage workflow capabilities.

The Pegasus-Jupyter integration aimsto facilitate the usage of Pegasus via Jupyter notebooks. In addition to easiness
of usage, notebooks foster reproducibility (all the information to run an experiment is in a unique place) and reuse
(notebooks are portable if running in equivalent environments). Since Pegasus 4.8.0 [/downloads], a Python API to
declare and manage Pegasus workflows via Jupyter has been provided. The user can create a notebook and declare
a workflow using the Pegasus DAX API, and then create an instance of the workflow for execution. This APl en-
capsulates most of Pegasus commands (e.g., plan, run, statistics, among others), and also allows workflow creation,
execution, and monitoring. The API also provides mechanisms to define Pegasus catalogs (sites, replica, and trans-
formation), as well asto generate tutorial example workflows.

Requirements

In order to run Pegasus workflows via Jupyter the following software packages are required:
1. Python 2.7 or superior (Jupyter requires version 2.7+)

2. Java 1.6 or superior

3. Pegasus 4.8.0 or superior (submit node)

4. Jupyter (seeinstallation notes [http://jupyter.org/install.html])

The Pegasus DAX and Jupyter Python APIs

The first step to enable Jupyter to use the Pegasus API is to import the Python Pegasus Jupyter API. The instance
module will automatically load the Pegasus DAX3 API and the catalogs APIs.

from Pegasus. j upyter.instance inport *

By default, the APl automatically creates afolder in the user's SHOME directory based on the workflow name. How-
ever, a predefined path for the workflow files can also be defined as follows:

wor kfl ow_dir = '/home/ pegasus/wf-split-tutorial’

Creating an Abstract Workflow

Workflow creation within Jupyter follows the same steps to generate a DAX with the DAX Generator API.

Creating the Catalogs

The Replica Catal og (RC) tells Pegasuswhereto find each of theinput filesfor theworkflow. We provide aPython API
for creating the RC programmatically. For detailed information on how the RC works and its semantics can be found
here, and the auto-generated python documentation for this API can be found here [python/replica_catalog.html].

rc = ReplicaCatal og(workflow dir)
rc. add(' pegasus. htm', 'file:///home/pegasus/pegasus. htnm', site='local")

The Transformation Catalog (TC) describes all of the executables (called "transformations") used by the workflow.
The Python Jupyter API also provides methods to manage this catalog. A detailed description of the TC properties
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can be found here, and the auto-generated python documentation for this APl can be found here [python/transforma-
tion_catalog.html].

e_split = Executable('split', arch=Arch. X86_64, o0s=0SType. LI NUX, installed=True)
e_split.addPFN(PFN(' file:///usr/bin/split', 'condorpool'))

e_wc = Executabl e('wc', arch=Arch. X86_64, os=0SType. LI NUX, installed=True)
e_wc. addPFN(PFN(' file:///usr/bin/we', 'condorpool'))

tc = TransfornationCat al og(wor kfl ow_dir)

tc.add(e_split)
tc. add(e_wc)

The Ste Catalog (SC) describesthe siteswhere the workflow jobs areto be executed. A detailed description of the SC
properties and handlers can be found here, and the auto-generated python documentation for this API can be found
here [python/sites_catal og.html].

sc = SitesCatal og(workfl ow dir)

sc. add_site(' condorpool ', arch=Arch. X86_64, o0s=0SType. LI NUX)

sc.add_site_profil e(' condorpool', nanmespace=Nanespace. PEGASUS, key='style', val ue='condor')
sc.add_site_profil e(' condorpool', namespace=Nanespace. CONDOR, key='universe', value='vanilla')

Workflow Execution

Workflow execution and management are performed using an Instance object. An instance receives a DAX object
(created with the DAX Generator API), and the catalogs objects (replica, transformation, and site). A path to the
workflow directory can also be provided:

instance = |Instance(dax, replica_catal og=rc, transformation_catal og=tc, sites_catal og=sc,
wor kf | ow_di r =wor kf | ow_di r)

An instance object represents a workflow run, from where the workflow execution can be launched, monitored, and
managed. The run method starts the workflow execution.

i nstance. run(site='condorpool ')
After theworkflow has been submitted you can monitor it using the status() method. This method takestwo arguments:

1. loop: whether the status command should be invoked once or continuously until the workflow is completed or a
failure is detected.

2. delay: The delay (in seconds) the status will be refreshed. Default value is 10s.

i nstance. status(| oop=True, del ay=5)

JupyterHub

The Pegasus Jupyter API can aso be used with JupyterHub [https:/jupyterhub.readthedocs.io] portals. Due to the
strict requirement of Python 3 for running the multi-user hub, our API requires the Python future [https://pyp-
i.python.org/pypi/future] package in order to be compatible with Python 3.

APl Reference

Refer to the auto-generated python documentation explaining the Jupyter API (instance) [python/instance.html], and
for the catalogs (sites [python/sites_catalog.html], replica[python/replica_catalog.html], and transformation [python/
transformation_catal og.html]).

Tutorial Example Notebook

The Pegasus Tutorial VM is configured with Jupyter and the example Pegasus Tutorial Jupyter Notebook. To start
Jupyter, use the following command in the VM terminal:

$ j upyt er-not ebook --browser=firefox
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This command will open the browser with a tab to the Jupyter dashboard, which will show your $HOME directory
list of files. The Pegasus Tutorial Notebook can be found into the 'jupyter' folder.
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Chapter 16. APl Reference
DAX XML Schema

The DAX format is described by the XML schema instance document dax-3.6.xsd [schemas/dax-3.6/dax-3.6.xsd)].
A local copy of the schema definition is provided in the “etc” directory. The documentation of the XML schema
and its elements can be found in dax-3.6.html [schemas/dax-3.6/dax-3.6.html] aswell aslocally indoc/ schemas/
dax- 3. 6/ dax- 3. 6. ht m inyour Pegasus distribution.

DAX XML Schema In Detail

The DAX file format has four major sections, with the second section divided into more sub-sections. The DAX
format works on the abstract or logical level, letting you focus on the shape of the workflows, what to do and what
to work upon.

1. Workflow level Metadata

Metadata that is associated with the whole workflow. These are defined in the M etadata section.
2. Workflow-level Notifications

Very simple workflow-level notifications. These are defined in the Notification section.
3. Catalogs

Thefirst section deals with included catal ogs. While we do recommend to use externa replica- and transformation
catalogs, it is possible to include some replicas and transformations into the DAX file itself. Any DAX-included
entry takes precedence over regular replica catalog (RC) and transformation catalog (TC) entries.

Thefirst section (and any of its sub-sections) is completely optional.
a Thefirst sub-section deals with included replica descriptions.
b. The second sub-section deals with included transformation descriptions.
. Thethird sub-section declares multi-item executables.
4. Job List

Thejobs section definesthejob- or task descriptions. For each task to conduct, athree-part logical name declaresthe
task and aides identifying it in the transformation catal og or one of the executable section above. During planning,
the logical name is translated into the physical executable location on the chosen target site. By declaring jobs
abstractly, physical layout consideration of the target sites do not matter. The job's id uniquley identifies the job
within this workflow.

The arguments declare what command-line arguments to passto the job. If you are passing filenames, you should
refer to the logical filename using the file element in the argument list.

Important for properly planning thetask isthelist of filesconsumed by thetask, itsinput files, and the files produced
by the task, its output files. Each file is described with a uses element inside the task.

Elements exist to link a logical file to any of the stdio file descriptors. The profile element is Pegasus's way to
abstract site-specific data.

Jobs are nodes in the workflow graph. Other nodes include unplanned workflows (DAX), which are planned and
then run when the node runs, and planned workflows (DAG), which are simply executed.

5. Control-flow Dependencies

The third section lists the dependencies between the tasks. The relationships are defined as child parent relation-
ships, and thus impacts the order in which tasks are run. No cyclic dependencies are permitted.
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Dependencies are directed edges in the workflow graph.

XML Intro

If you have seen the DAX schema before, not alot of new itemsin the root element. However, we did retire the (old)

attributes ending in Count.

<?xm version="1.0" encodi ng="UTF-8"?>
<l -- generated: 2011-07-28T18:29:57Z -
<adag xm ns="http://pegasus.isi.edu/sc

xm ns: xsi ="http://ww. w3. org/ 200

->

hema/ DAX"
1/ XM_LSchema- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/ DAX http://pegasus.isi.edu/ schema/

dax- 3. 6. xsd"
ver si on="3. 6"
nanme="di anmond"
i ndex="0"
count="1">

The following attributes are supported for the root element adag.

Table 16.1. Root element attributes

attribute optional? type meaning

version required VersionPattern Version number of DAX in-
stance document. Must be
3.6.

name required string name of this DAX (or set of
DAXes).

count optional positivel nteger size of list of DAXes with
this name. Defaultsto 1.

index optional nonNegativel nteger current index of DAX with
same name. Defaults to O.

fileCount removed nonNegativel nteger Old 2.1 attribute, removed,
do not use.

jobCount removed positivel nteger Old 2.1 attribute, removed,
do not use.

childCount removed nonNegativel nteger Old 2.1 attribute, removed,
do not use.

The version attribute is restricted to the regular expression \ d+(\ .\ d+(\.\ d+) ?) ?.This expression represents
the VersionPattern type that is used in other places, too. It is a more restrictive expression than before, but allows us
to compute comparable version number using the following formula:

versionl: ab.c

version2: d.ef

n=a* 1,000,000 +b* 1,000 + ¢

m=d* 1,000,000 + e* 1,000 + f

versionl > version2 if n>m

Workflow-level Metadata

M etadata associated with the whole workflow.

<met adat a key="nane" >di anond</ et adat a>
<met adat a key="cr eat edBy" >Kar an Vahi </ et adat a>

The workflow level metadata maybe used to control the Pegasus Mapper behaviour at planning time or maybe pro-

pogated to external services while querying

Workflow-level Notifications

for job characteristics.

Notifications that are generated when workflow level events happened.
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<!-- part 1.1: invocations -->
<i nvoke when="at_end">/bin/date -Ins &gt;&gt; ny.|og</invoke>

The above snippet will append the current time to a log file in the current directory. This is with regards to the
pegasus-monitord instance acting on the notification.

The Catalogs Section
Theinitial section features three sub-sections:
1. acatalog of files used,
2. acatalog of transformations used, and
3. compound transformation declarations.
The Replica Catalog Section

Thefile section acts asin in-file replica catalog (RC). Any files declared in this section take precedence over filesin
external replica catalogs during planning.

<l-- part 1.2: included replica catalog -->
<file nane="exanple.a" >
<!-- profiles are optional -->

<l-- The "stat" namespace is ONLY AN EXAMPLE -->

<profil e namespace="stat" key="size">/* integer to be defined */</profile>
<profile namespace="stat" key="md5sunm>/* 32 char hex string */</profile>
<profil e namespace="stat" key="ntinme">/* | SO 8601 tinmestanmp */</profile>

<l-- Metadata will be supported 4.6 onwards-->
<met adat a key="timestanmp" >/* | SO 8601 *or* 20100417134523:int */</metadata>
<met adat a key="ori gi n" >ocean</ net adat a>

<l-- PFN to by-pass replica catalog -->
<l-- The "site attribute is optional -->
<pfn url="file:///tnp/exanple.a" site="local ">
<profil e namespace="stat" key="owner">voeckl er</profile>

</ pf n>

<pfn url="file:///storage/funky.a" site="local"/>
</file>
<l-- a nore typical exanple fromthe black dianmond -->

<file name="f.a">
<pfn url="file:///Users/voeckler/f.a" site="local "/>
</file>

Thefirst file entry above is an example of a data file with two replicas. The file element requires alogical file name.
Each logical filename may have additional information associated with it, enumerated by profile elements. Each file
entry may have 0 or more metadata associated with it. Each piece of metadata has a key string and type attribute
describing the element's value.

Warning

The metadata element is not support as of thiswriting! Details may change in the future.

The file element can provide 0 or more pfn locations, taking precedence over the replica catalog. A file element that
does not name any pfn children-elements will still require look-ups in external replica catalogs. Each pfn element
names a concrete location of a file. Multiple locations constitute replicas of the same file, and are assumed to be
usable interchangably. The url attribute is mandatory, and typically would use a file schema URL. The site attribute
isoptional, and defaults to value local if missing. A pfn element may have profile children-elements, which refer to
attributes of the physical file. The file-level profiles refer to attributes of the logical file.

Note

Thest at profile namespace is ony an example, and details about stat are not yet implemented. The proper
namespaces pegasus, condor , dagman, env, hi nt s, gl obus andsel ect or enjoy full support.
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The second file entry above shows a usage example from the black-diamond example workflow that you are more
likely to encouter or write.

The presence of an in-file replica catalog lets you declare a couple of interesting advanced features. The DAG and
DAX file declarations are just files for all practical purposes. For deferred planning, the location of the site catalog
(SC) can be captured in afile, too, that is passed to the job dealing with the deferred planning as logical filename.

<file nane="bl ack. dax" >

<l-- specify the location of the DAX file -->

<pfn url="file:///Users/vahi/Pegasus/ work/ dax- 3. 0/ bl ackdi anond_dax. xml " site="1ocal "/ >
</file>

<file name="bl ack. dag" >

<!-- specify the location of the DAGfile -->

<pfn url="file:///Users/vahi/Pegasus/ work/ dax- 3. 0/ bl ackdi anond. dag" site="local "/>
</file>

<file name="sites.xm" >

<l-- specify the location of a site catalog to use for deferred planning -->
<pfn url="file:///Users/vahi/Pegasus/work/dax-3.0/conf/sites.xm" site="local"/>
</file>

The Transformation Catalog Section

The executable section acts as an in-file transformation catalog (TC). Any transformations declared in this section
take precedence over the external transformation catalog during planning.

<l-- part 1.3: included transformation catal og -->
<execut abl e namespace="exanpl e" name="nDi ffFit" version="1.0"
arch="x86_64" os="linux" installed="true" >
<I-- profiles are optional -->

<l-- The "stat" namespace is ONLY AN EXAMPLE! -->

<profil e namespace="stat" key="size">5000</profile>

<profil e namespace="stat" key="nmd5sun >AB454DSSDA4646DS</ profil e>

<profil e namespace="stat" key="ntime">2010-11-22T10: 05: 55. 470606000- 0800</ profi | e>

<I-- metadata will be supported in 4.6 -->
<met adat a key="ti mestanp" >/* see above */</netadata>
<met adat a key="ori gi n">ocean</ net adat a>

<l-- PFN to by-pass transformation catal og -->
<l-- The "site" attribute is optional -->
<pfn url="file:///tmp/nDi ffFi t" site="local "/>

<pfn url="file:///tnp/storage/nDiffFit" site="local"/>
</ execut abl e>

<l-- to be used in conmpound transformation |later -->
<execut abl e namespace="exanpl e" name="nDi ff" versi on="1.0"
arch="x86_64" os="linux" installed="true" >

<pfn url="file:///tmp/nDi ff" site="local"/>
</ execut abl e>

<l-- to be used in conmpound transformation |later -->
<execut abl e namespace="exanpl e" name="nFi t pl ane" version="1.0"
arch="x86_64" os="linux" installed="true" >

<pfn url="file:///tnp/ nDi ffFitplane" site="local">
<profil e namespace="stat" key="md5sunt >0a9c38b919c7809ch645f c09011588a6</ profil e>
</ pf n>
<i nvoke when="at _end">/path/to/ my_send_email some args</invoke>
</ execut abl e>

<I-- anore likely exanple fromthe bl ack dianmond -->

<execut abl e namespace="di anond" name="preprocess" version="2.0"
ar ch="x86_64"
os="li nux"

osversion="2.6.18">
<pfn url="file:///opt/pegasus/ defaul t/bin/keg" site="local" />
</ execut abl e>

Logical filenames pertaining to a single executables in the transformation catalog use the executable element. Any
executable element features the optional namespace attribute, a mandatory name attribute, and an optional version
attribute. The version attribute defaults to "1.0" when absent. An executable typically needs additional attributes to
describe it properly, like the architecture, OS release and other flags typically seen with transformations, or found in
the transformation catal og.
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Table 16.2. executable element attributes

attribute optional? type meaning

name required string logical transformation name

namespace optional string namespace of logical trans-
formation, default to null
value.

version optional VersionPattern version of logical transfor-
mation, defaultsto "1.0".

installed optional boolean whether to stage the file
(false), or not (true, defaullt).

arch optional Architecture restricted set of tokens, see
schema definition file.

0s optional OSType restricted set of tokens, see
schema definition file.

osversion optional VersionPattern kernel version as beginning
of “uname-r’.

glibc optional VersionPattern version of libc.

Therationalefor giving these flagsin the executabl e element header isthat PFNsare just identical replicas or instances
of agiven LFN. If you need a different 32/64 bit-ed-ness or OS release, the underlying PFN would be different, and
thus the LFN for it should be different, too.

Note

We are still discussing some details and implications of this decision.

The initial examples come with the same caveats as for the included replica catal og.
Warning

The metadata element is not support as of thiswriting! Details may change in the future.

Similar to the replica catalog, each executable element may have O or more profile elements abstracting away site-
specific details, zero or more metadata elements, and zero or more pfn elements. If there are no pfn elements, the
transformation must till be searched for in the external transformation catalog. As before, the pfn element may have
profile children-elements, referring to attributes of the physical filename itself.

Each executable element may also feature invoke elements. These enable notifications at the appropriate point when
every job that uses this executable reaches the point of notification. Please refer to the notification section for details
and caveats.

The last example above comes from the black diamond example workflow, and presents the kind and extend of
attributes you are most likely to see and use in your own workflows.

The Compound Transformation Section

The compound transformation section declares a transformation that comprises multiple plain transformation. Y ou
can think of a compound transformation like a script interpreter and the script itself. In order to properly run the
application, you must start both, the script interpreter and the script passed to it. The compound transformation helps
Pegasus to properly deal with this case, especially when it needs to stage executables.

<transformati on namespace="exanpl e" version="1.0" name="nDiffFit" >
<uses name="nDi ffFit" />
<uses nanme="nDi ff" namespace="exanpl e" version="2.0" />
<uses nane="nFitPl ane" />
<uses name="nDi ffFit.config" executable="false" />
</transformation>
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A transformation element declares a set of purely logical entities, executables and config (data) files, that are al
required together for the same job. Being purely logical entities, the lookup happens only when the transformation
element is referenced (or instantiated) by ajob element later on.

The namespace and version attributes of the transformation element are optional, and provide the defaultsfor theinner
uses elements. They are also essential for matching the transformation with ajob.

The transformation is made up of 1 or more uses element. Each uses has a boolean attribute executable, t r ue by
default, or f al se to indicate a datafile. The name is a mandatory attribute, refering to an LFN declared previously
inthe File Catalog (executableisf al se), Executable Catalog (executableist r ue), or to be looked up as necessary
at instantiation time. The lookup catalog is determined by the executable attribute.

After uses elements, any number of invoke el ements may occur to add anotification each whenever thistransformation
isinstantiated.

The namespace and version attributes default values inside uses elements are inherited from the transformation at-
tributes of the same name. There is no such inheritance for uses el ements with executable attribute of f al se.

Graph Nodes

The nodes in the DAX comprise regular job nodes, already instantiated sub-workflows as dag nodes, and still to
be instantiated dax nodes. Each of the graph nodes can has a mandatory id attribute. The id attribute is currently a
restriction of type Nodel dentifier Pattern type, whichisarestriction of thexs: NMITOKENtypeto letters, digits, hyphen
and underscore.

The level attribute is deprecated, as the planner will trust its own re-computation more than user input. Please do not
use nor produce any level attribute.

The node-label attribute is optional. It applies to the use-case when every transformation has the same name, but its
arguments determine what it really does. In the presence of anode-label value, aworkflow grapher could use the |abel
value to show graph nodes to the user. It may aso comein handy while debugging.

Any job-like graph node has the following set of children elements, as defined in the AbstractJobType declaration
in the schema definition:

* 0or 1argument element to declare the command-line of the job's invocation.

« 0 or more profile elements to abstract away site-specific or job-specific details.
e Oor1lstdinelement tolink alogical file the the job's standard input.

* Oor 1stdout element to link alogical file to the job's standard output.

e Oor 1lstderr element to link alogical fileto the job's standard error.

¢ 0 or more uses elements to declare consumed data files and produced datafiles.

« 0 or more invoke elements to solicit notifications whence ajob reaches a certain state in its life-cycle.

Job Nodes

A job element has a number of attributes. In addition to the id and node-label described in (Graph Nodes)above,
the optional namespace, mandatory name and optional version identify the transformation, and provide the look-
up handle: first in the DAX's transformation elements, then in the executable elements, and finaly in an externd
transformation catal og.

<l-- part 2: definition of all jobs (at |east one) -->
<job id="1D000001" nanespace="exanple" name="nDi ffFit" version="1.0"
node- | abel =" preprocess" >
<argument>-a top -T 6 -i <file name="f.a"/> -o <file name="f.b1"/></argunent>

<l-- profiles are optional -->
<profile namespace="execution" key="site">isi_viz</profile>
<profil e namespace="condor" key="getenv">true</profile>

<uses name="f.a" link="input" transfer="true" register="true">
<nmet adat a key="si ze" >1024</ net adat a>

273



API Reference

</ uses>
<uses name="f.b" |ink="output" register="false" transfer="true" type="data" />
<l-- '"WHEN enuneration: never, start, on_error, on_success, at_end, all -->
<!-- PEGASUS_* env-vars: event, status, submt dir, wf/job id, stdout, stderr -->

<i nvoke when="start">/path/to arg arg</invoke>
<i nvoke when="on_success"><![ CDATA[/path/to arg arg]]></invoke>
<i nvoke when="at _end"><![ CDATA[/path/to arg arg]]></invoke>

</j ob>

The argument element contains the complete command-line that is needed to invoke the executable. The only variable
components are logical filenames, as included file elements.

The profile argument lets you encapsul ate site-specific knowledge .

The stdin, stdout and stderr element permits you to connect a stdio file descriptor to alogical filename. Note that you
will still have to declare these files in the uses section below.

The uses element enumerates all the files that the task consumes or produces. While it is not necessary nor required
to have all files appear on the command-line, it isimperative that you declare even hidden files that your task requires
in this section, so that the proper ancilliary staging- and clean-up tasks can be generated during planning.

The invoke element may be specified multiple times, as needed. It has a mandatory when attribute with the following
value set:

Table 16.3. invoke element attributes

keyword job life-cycle state meaning

never never (default). Never notify of anything.
This is useful to temporarily disable
an existing notifications.

start submit create a notification when the job is
submitted.

on_error end after a job finishes with failure (exit-
code !=0).

on_success end after ajob finishes with success (exit-
code == 0).

a_end end after ajob finishes, regardless of exit-
code.

al aways like start and at_end combined.

Warning

In clustered jobs, a notification can only be sent at the start or end of the clustered job, not for each member.

Each invokeisasimplelocal invocation of an executable or script with the specified arguments. The executableinside
the invoke body will see the following environment variables:

Table 16.4. invoke/executable environment variables

variable job life-cycle state meaning

PEGASUS EVENT aways The value of thewhen attribute

PEGASUS _STATUS end Theexit status of the graph node. Only
available for end notifications.

PEGASUS _SUBMIT_DIR always In which directory to find the job (or
workflow).

PEGASUS JOBID aways Thejob (or workflow) identifier. This
is potentially more than merely the
value of theid attribute.
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variable job life-cycle state meaning

PEGASUS_STDOUT aways The filename where stdout goes.
Empty and possibly non-existent at
submit time (though we still have the
filename). Thekickstart record for job
nodes.

PEGASUS _STDERR always Thefilenamewhere stderr goes. Emp-
ty and possibly non-existent at sub-
mit time (though we still havethefile-
name).

Generators should use CDATA encapsulated values to the invoke element to minimize interference. Unfortunately,
CDATA cannot be nested, so if the user invocation containsa CDATA section, we suggest that they use careful XML-
entity escaped strings. The notifications section describes these in further detail.

DAG Nodes

A workflow that has already been concretized, either by an earlier run of Pegasus, or otherwise constructed for DAG-
Man execution, can be included into the current workflow using the dag element.

<dag i d="1D000003" name="bl ack. dag" node-I abel ="fo0" >
<profil e namespace="dagman" key="DIR'>/dag-dir/test</profile>

<invoke> <!-- optional, should be possible --> </invoke>
<uses file="sites.xm" link="input" register="false" transfer="true" type="data"/>
</ dag>

Theid and node-label attributes were described previously. The name attribute refers to afile from the File Catalog
that provides the actual DAGMan DAG as data content. The dag element features optional profile elements. These
would most likely pertain to the dagnan and env profile namespaces. It should be possible to have the optional
notify element in the same manner asfor jobs.

A graph node that is a dag instead of a job would just use a different submit file generator to create a DAGMan
invocation. There can be an argument element to modify the command-line passed to DAGMan.

DAX Nodes

A till to be planned workflow incurs an invocation of the Pegasus planner as part of the workflow. This still abstract
sub-workflow uses the dax element.

<dax id="1D000002" nane="bl ack.dax" node-| abel ="bar" >
<profil e namespace="env" key="foo">bar</profile>
<ar gument >- Xmx1024 - Xms512 - Dpegasus. di r. storage=storagedir -Dpegasus. dir.exec=execdir -o | ocal
--dir ./datafind -vvvvv --force -s dax_site </argunent>

<invoke> <!-- optional, may not be possible here --> </invoke>
<uses file="sites.xm" link="input" register="false" transfer="true" type="data" />
</ dax>

In addition to the id and node-label attributes, See Graph Nodes. The name éttribute refers to a file from the File
Catalog that provides the to be planned DAX as external file data content. The dax element features optional profile
elements. Thesewould most likely pertainto the pegasus, dagnman and env profile namespaces. It may be possible
to have the optional notify element in the same manner asfor jobs.

A graph node that is a dax instead of ajob would just use yet another submit file and pre-script generator to create a
DAGMan invocation. The argument string pertains to the command line of the to-be-generated DAGMan invocation.

Inner ADAG Nodes

While completeness would argue to have a recursive nesting of adag elements, such recursive nestings are currently
not supported, not even in the schema. If you need to nest workflows, please use the dax or dag element to achieve
the same goal .

The Dependency Section

This section describes the dependencies between the jobs.

<!-- part 3: list of control-flow dependencies -->
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<child ref="1D000002">
<parent ref="1D000001" edge-| abel ="edgel" />
</ chil d>
<child ref="1D000003">
<parent ref="1D000001" edge-| abel ="edge2" />
</ chil d>
<child ref="1D000004" >
<parent ref="1D000002" edge-| abel ="edge3" />
<parent ref="1D000003" edge-| abel ="edge4" />
</ chil d>

Each child element contains one or more parent element. Either element refersto ajob, dag or dax element id attribute
using the ref attribute. In this version, we relaxed the xs: | DREF constraint in favor of arestriction on the xs: NM
TOKEN type to permit alarger set of identifiers.

The parent element has an optional edge-label attribute.
Warning

The edge-label attributeis currently unused.

Its god is to annotate edges when drawing workflow graphs.

Closing

Asany XML element, the root element needs to be closed.

</ adag>

DAX XML Schema Example

The following code example shows the XML instance document representing the diamond workflow.

<?xm version="1.0" encodi ng="UTF-8"?>
<adag xm ns="http://pegasus.isi.edu/ schema/ DAX"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
xsi : schemalLocati on="http://pegasus.isi.edu/ schema/ DAX http://pegasus.i si.edu/ schena/ dax- 3. 6. xsd"
version="3.6" nane="di anond" index="0" count="1">
<l-- part 1.1: invocations -->
<i nvoke when="on_error">/bin/milx -s &apos; dianond fail ed&pos; use@one. donai n</i nvoke>

<l-- part 1.2: included replica catalog -->
<file name="f.a">
<pfn url="file:///lfs/voeckl er/src/svn/pegasus/trunk/exanpl es/grid-bl ackdi anond-perl/f.a"
site="local" />

</file>
<l-- part 1.3: included transfornation catalog -->
<execut abl e nanespace="di anond" nanme="preprocess" version="2.0" arch="x86_64" os="I|inux"

nstal | ed="f al se">
<profil e namespace="gl obus" key="naxtine">2</profile>
<profil e nanespace="dagnan" key="RETRY">3</profile>
<pfn url="file:///opt/pegasus/|atest/bin/keg" site="local" />
</ execut abl e>
<execut abl e nanespace="di anond" nane="anal yze" version="2.0" arch="x86_64" os="1i nux"
nstal | ed="f al se">
<profil e namespace="gl obus" key="naxtine">2</profile>
<profil e nanespace="dagnan" key="RETRY">3</profile>
<pfn url="file:///opt/pegasus/|atest/bin/keg" site="local" />
</ execut abl e>
<execut abl e nanespace="di anond" nane="fi ndrange" version="2.0" arch="x86_64" os="I|inux"
nstal | ed="f al se">
<profil e namespace="gl obus" key="naxtine">2</profile>
<profil e nanespace="dagnan" key="RETRY">3</profile>
<pfn url="file:///opt/pegasus/|atest/bin/keg" site="local" />
</ execut abl e>

<l-- part 2: definition of all jobs (at |east one) -->
<j ob namespace="di anbnd" nane="preprocess" version="2.0" id="1D000001">
<argument>-a preprocess -T60 -i <file nane="f.a" /> -0 <file nane="f.bl" /> <file name="f.b2" /
></ ar gunent >
<uses name="f.b2" |ink="output" register="false" transfer="true" />
<uses name="f.b1l" link="output" register="false" transfer="true" />
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<uses nane="f.a" |ink="input" />
</j ob>
<j ob namespace="di anond" nane="fi ndrange" version="2.0" id="1D000002">
<argument>-a findrange -T60 -i <file nane="f.bl" /> -0 <file nane="f.cl" /></argunent>
<uses nane="f.bl" |ink="input" register="false" transfer="true" />
<uses nane="f.cl" |ink="output" register="false" transfer="true" />
</j ob>
<j ob namespace="di anond" nane="fi ndrange" version="2.0" id="1D000003">
<argument>-a findrange -T60 -i <file nane="f.b2" /> -0 <file nane="f.c2" /></argunent>
<uses nane="f.b2" |ink="input" register="false" transfer="true" />
<uses nane="f.c2" |ink="output" register="false" transfer="true" />
</j ob>
<j ob namespace="di anond" nane="anal yze" version="2.0" id="1D000004">
<argument>-a anal yze -T60 -i <file name="f.cl" /> <file nane="f.c2" /> -0 <file nane="f.d" /></
ar gunent >
<uses nane="f.c2" link="input" register="false" transfer="true" />
<uses nane="f.d" |ink="output" register="false" transfer="true" />
<uses nane="f.cl" link="input" register="false" transfer="true" />
</j ob>
<l-- part 3: list of control-flow dependencies -->

<child ref="1D000002">
<parent ref="1D000001" />

</ child>

<child ref="1D000003" >
<parent ref="1D000001" />

</ child>

<child ref="1D000004" >
<parent ref="1D000002" />
<parent ref="1D000003" />

</ child>

</ adag>

The above workflow defines the black diamond from the abstract workflow section of the Introduction chapter. It will
reguire minimal configuration, because the catal og sections include all necessary declarations.

The file element defines the location of the required input file in terms of the local machine. Please note that

« Thefile element declares the required input file "f.a" in terms of the local machine. Please note that if you plan the
workflow for a remote site, the has to be some way for the file to be staged from the local site to the remote site.
While Pegasus will augment the workflow with such ancillary jobs, the site catalog aswell aslocal and remote site
have to be set up properlyl. For alocally run workflow you don't need to do anything.

* The executable elements declare the same executable keg that is to be run for each the logical transformation in
terms of the remote site futuregrid. To declareit for alocal site, you would have to adjust the site attribute's value
tol ocal . This section aso shows that the same executable may come in different guises as transformation.

¢ The job elements define the workflow's logical constituents, the way to invoke the keg command, where to put
filenames on the commandline, and what files are consumed or produced. In addition to the direction of files, further
attributes determine whether to register the file with areplica catalog and whether to transfer it to the output sitein
case of aproduct. We are only interested in the final data product "f.d" in this workflow, and not any intermediary
files. Typically, youwould alsowant to register the dataproductsin thereplicacatal og, especially inlarger scenarios.

¢ Thechild elements define the control flow between the jobs.

DAX Generator API

The DAX generating APIs support Java, Perl, Python, and R. This section will show in each language the necessary
code, using Pegasus-provided libraries, to generate the diamond DA X example above. There may be minor differences
in details, e.g. to show-case certain features, but effectively all generate the same basic diamond.

The Java DAX Generator API

The JavaDAX API provided with the Pegasus distribution allows easy creation of complex and huge workflows. This
API isused by severa applications to generate their abstract DAX. SCEC, which is Southern California Earthquake
Center, uses this API in their CyberShake workflow generator to generate huge DAX containing 10& rsquor;s of
thousands of tasks with 100& rsquor;s of thousands of input and output files. The Java API [javadoc/index.html] is
well documented using Javadoc for ADAGs [javadoc/edu/isi/pegasus/planner/dax/ADAG.html] .
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The stepsinvolved in creating a DAX using the APl are
. Create anew ADAG object
. Add any metadata attributes associated with the whole workflow.

. Add any Workflow notification elements

A W N P

. Create File objects as necessary. Y ou can augment the files with physical information, if you want to include them
into your DAX. Otherwise, the physical information is determined from the replica catal og.

¢

. (Optional) Create Executable objects, if you want to includeyour transformation catalog into your DAX. Otherwise,
the translation of ajob/task into executable location happens with the transformation catal og.

. Create anew Job object.
. Add arguments, files, profiles, notifications and other information to the Job object

. Add the job object to the ADAG object

© 00 N O

. Repeat step 4-6 as necessary.
10.Add all dependencies to the ADAG object.
11.Call the writeToFile() method on the ADAG object to render the XML DAX file.

An example Java code that generates the diamond dax show aboveislisted below. This same code can befound in the
Pegasus distribution in the exanpl es/ gri d- bl ackdi anond- j ava directory asBl ackDi anonDAX. j ava:

*

/
Copyri ght 2007-2008 University O Southern California

Li censed under the Apache License, Version 2.0 (the "License");
you may not use this file except in conpliance with the License.
You may obtain a copy of the License at

http: // ww. apache. org/ | i censes/ LI CENSE-2. 0

Unl ess required by applicable law or agreed to in witing,
software distributed under the License is distributed on an "AS | S" BASIS,
W THOUT WARRANTI ES OR CONDI TI ONS OF ANY KIND, either express or inplied.
See the License for the specific |anguage governing perm ssions and
limtations under the License.

/

B T T T

i nport edu.isi.pegasus. pl anner. dax. *;

/**
* An exanpl e class to highlight how to use the JAVA DAX APl to generate a di anond
* DAX.

*/
public class Dianond {

public class Dianond {

publ i c ADAG generate(String site_handle, String pegasus_|location) throws Exception {

java.io.File cwdFile = new java.io.File (".");
String cwd = cwdFi |l e. get Canoni cal Pat h();

ADAG dax = new ADAQE "di anond");

dax. addNot i fi cation(lnvoke. WHEN. start, "/ pegasus/|ibexec/ notification/enmail -t
notify@xanpl e. com');

dax. addNot i fi cati on(lnvoke. WHEN. at _end, "/ pegasus/ | i bexec/ notification/email -t
notify@xanpl e. com');

dax. addMet adat a( "nane", "dianmond");

dax. addMet adat a( "createdBy", "Karan Vahi");
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File fa = new File("f.a");

fa.addPhysical File("file://" + cwd + "/f.a", "local");
fa.addMwet aDat a( "size", "1024" );

dax. addFi |l e(fa);

File fbl = new File("f.bl");
File fb2 = new File("f.b2");
File fcl = new File("f.cl1l");
File fc2 = new File("f.c2");

File fd = new File("f.d");
fd. set Regi ster(true);

Execut abl e preprocess = new Execut abl e(" pegasus", "preprocess", "4.0");

preprocess. set Archi t ect ur e( Execut abl e. ARCH. X86) . set OS( Execut abl e. CS. LI NUX) ;
preprocess. setlnstalled(true);

preprocess. addPhysi cal File("file://" + pegasus_|location + "/bin/keg", site_handle);
preprocess. addMet aDat a( "size", "2048" );

Execut abl e findrange = new Execut abl e("pegasus", "findrange", "4.0");

findrange. set Archi t ect ur e( Execut abl e. ARCH. X86) . set OS( Execut abl e. CS. LI NUX) ;
findrange. setlnstalled(true);

findrange. addPhysical File("file://" + pegasus_|location + "/bin/keg", site_handle);

Execut abl e anal yze = new Execut abl e("pegasus", "anal yze", "4.0");

anal yze. set Archi t ect ur e( Execut abl e. ARCH. X86) . set OS( Execut abl e. OS. LI NUX) ;

anal yze. setlnstall ed(true);

anal yze. addPhysical File("file://" + pegasus_|l ocation + "/bin/keg", site_handle);

dax. addExecut abl e( prepr ocess) . addExecut abl e(fi ndrange) . addExecut abl e(anal yze);

/1 Add a preprocess job
Job j1 = new Job("j1", "pegasus", "preprocess", "4.0");
j 1. addArgunent ("-a preprocess -T 60 -i ").addArgunent(fa);
j 1. addArgunent ("-o ").addArgunment (fbl);
j 1. addArgunent (" ") .addAr gurent (f b2);
j 1. addMet adata( "tinme", "60" );
j1l.uses(fa, File.LINK |INPUT);
j1.uses(fbl, File.LlI NK OUTPUT);
1.uses(fb2, File.LlI NK OUTPUT);
j 1. addNotification(lnvoke. WHEN. start, "/ pegasus/|ibexec/notification/emil -t
noti f y@xanpl e. cont');
j1.addNotification(lnvoke. WHEN. at _end, "/ pegasus/ | i bexec/ notification/email -t
notify@xanpl e. com');
dax. addJob(j 1);

/1 Add left Findrange job

Job j2 = new Job("j2", "pegasus", "findrange", "4.0");

j 2. addArgunent ("-a findrange -T 60 -i ").addArgunent (fbl);

j 2. addArgunent ("-o0 ").addArgunent (fcl);

j 2. addMet adata( "time", "60" );

j2.uses(fbl, File.LINK |INPUT);

j2.uses(fcl, File.LlINK OQUTPUT);

j2.addNoti fication(lnvoke. WHEN. start, "/ pegasus/|ibexec/notification/emil -t
noti f y@xanpl e. cont') ;

j2.addNotification(lnvoke. WHEN. at _end, "/ pegasus/ | i bexec/ notification/email -t
notify@xanpl e. com');

dax. addJob(j 2);

/1 Add right Findrange job

Job j3 = new Job("j3", "pegasus", "findrange", "4.0");

j 3. addArgunent ("-a findrange -T 60 -i ").addArgunent (fb2);

j 3. addArgunent ("-o0 ").addArgunent (fc2);

j 3. addMet adata( "time", "60" );

j3.uses(fb2, File.LINK |INPUT);

j3.uses(fc2, File.LlINK QUTPUT);

j 3.addNotification(lnvoke. WHEN. start,"/pegasus/|ibexec/notification/emil -t
notify@xanpl e. com');

j 3.addNotification(lnvoke. WHEN. at _end, "/ pegasus/ | i bexec/ notification/email -t
notify@xanpl e. com');

dax. addJob(j 3);

/1 Add anal yze job

Job j4 = new Job("j4", "pegasus", "analyze", "4.0");

j 4. addArgunent ("-a analyze -T 60 -i ").addArgunent (fcl);
j 4. addArgunent (" ").addArgunent (fc2);

j 4. addArgunent ("-o0 ").addArgunent (fd);

j 4. addMet adata( "time", "60" );
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j4.uses(fcl, File.LINK |INPUT);

j4.uses(fc2, File.LINK |NPUT);

j4.uses(fd, File.LlINK OQUTPUT);

j4.addNotification(lnvoke. WHEN. start, "/ pegasus/|ibexec/notification/emil -t
noti fy@xanpl e. cont');

j4.addNotification(lnvoke. WHEN. at _end, "/ pegasus/ | i bexec/ notification/email -t
noti fy@xanpl e. cont');

dax. addJob(j 4);

dax. addDependency("j 1", "j
dax. addDependency("j 1", "j
dax. addDependency("j 2", "]j
dax. addDependency("j 3", "j
return dax;
}
/**
* Create an exanple DI AMOND DAX
* (@aram ar gs
*/
public static void nmain(String[] args) {
if (args.length I= 1) {
System out. println("Usage: java GenerateD anondDAX <pegasus_location> ");
Systemexit(1l);
}

try {
Di anond di anond = new Di anond() ;
String pegasusHone = args[0];
String site = "TestCluster";
ADAG dag = di anond. generate( site, pegasusHone );
dag. writeToSTDOUT() ;
I/ generate(args[0], args[1]).witeToFile(args[2]);

}

catch (Exception e) {
e.printStackTrace();

}

Of course, you will have to set up some catalogs and properties to run this example. The details are catpured in the
examples directory exanpl es/ gri d- bl ackdi anond-j ava.

The Python DAX Generator API

Refer to the auto-generated python documentation [python/] explaining this API.
#!/ usr/ bi n/ env pyt hon
from Pegasus. DAX3 inport *

# Create a DAX
di amond = ADAG "di anpond")

# Add some netadata
di amond. et adat a( " nane", "di anond")
di amond. et adat a( " cr eat edby", "G deon Juve")

# Add input file to the DAX-level replica catal og

a = File("f.a")

a. addPFN(PFN("gsiftp://site.cominputs/f.a","site"))
a. netadat a("size", "1024")

di amond. addFi | e(a)

# Add executables to the DAX-level replica catal og

e_preprocess = Execut abl e( namespace="di anond", name="preprocess", version="4.0", os="linux",
arch="x86_64")
e_preprocess. net adat a("si ze", "2048")

e_preprocess. addPFN( PFN( " gsi ftp: //site. com bi n/ preprocess"”, "site"))
di anmond. addExecut abl e( e_pr eprocess)

e_findrange = Execut abl e( namespace="di anond", nanme="findrange", version="4.0", os="linux",
arch="x86_64")
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e_findrange. addPFN( PFN("gsi ftp://site.conl bin/findrange","site"))
di anmond. addExecut abl e(e_f i ndrange)

e_anal yze = Execut abl e( namespace="di anond", nanme="anal yze", version="4.0", os="linux",
arch="x86_64")

e_anal yze. addPFN( PFN( " gsi ft p: //site. conl bi n/ anal yze", "site"))

di anond. addExecut abl e(e_anal yze)

# Add a preprocess job

preprocess = Job(e_preprocess)

preprocess. netadata("ti me", "60")

bl = File("f.b1")

b2 = File("f.b2")

preprocess. addArgunents("-a preprocess","-T60","-i",a,"-0", bl, b2)
preprocess. uses(a, |ink=Link.|NPUT)

preprocess. uses(bl, |ink=Link. QUTPUT, transfer=True)

preprocess. uses(b2, |ink=Link. OQUTPUT, transfer=True)

di anmond. addJob( pr eprocess)

# Add | eft Findrange job

frl = Job(e_findrange)

frl.netadata("tine", "60")

cl = File("f.c1")

frl.addArgunents("-a findrange","-T60","-i", bl,"-0",cl)
frl.uses(bl, |ink=Link.I|NPUT)

frl.uses(cl, |ink=Link.OQUTPUT, transfer=True)

di anond. addJob(frl)

# Add right Findrange job
frr = Job(e_findrange)

frr.netadata("tine", "60")
c2 = File("f.c2")
frr.addArgunents("-a findrange","-T60","-i", b2,"-0", c2)

frr.uses(b2, |ink=Link.|NPUT)
frr.uses(c2, |ink=Link.OQUTPUT, transfer=True)
di anond. addJob(frr)

# Add Anal yze job
anal yze = Job(e_anal yze)

anal yze. met adata("ti nme", "60")
d=File("f.d")
anal yze. addAr gunment s("-a anal yze","-T60","-i",cl1,¢c2,"-0",d)

anal yze. uses(c1, |ink=Link.|NPUT)

anal yze. uses(c2, |ink=Link.|NPUT)

anal yze. uses(d, |ink=Link. QUTPUT, transfer=True, register=True)
di anond. addJob( anal yze)

# Add dependenci es

di anmond. depends( par ent =pr eprocess, child=frl)
di anmond. depends( par ent =pr eprocess, child=frr)
di amond. depends(parent=frl, chil d=anal yze)

di amond. depends(parent=frr, chil d=anal yze)

# Wite the DAX to stdout

i mport sys
di amond. wri t eXM_(sys. st dout)

# Wite the DAX to a file
f = open("di anond. dax","w")
di anond. wri t eXM.(f)
f.close()

The Perl DAX Generator

The Perl APl example below can be found in file bl ackdi anond. pl in directory exanpl es/ gri d- bl ack-
di anond- per | . It requires that you set the environment variable PEGASUS HOVE to the installation directory of
Pegasus, and include into PERL5LI B the path to the directory | i b/ per | of the Pegasus installation. The actual
code is longer, and will not require these settings, only the example below does. The Perl APl is documented using
perldoc [perl/]. For each of the modules you can invoke perldoc, if your PERL5LI B variableis set.

The steps to generate a DAX from Perl are similar to the Java steps. However, since most methods to the classes are
deeply within the Perl class modules, the convenience module Per | : : DAX: : Fact or y makes most constructors
accessible without you needing to type your fingers raw:
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. Create anew ADAG object.

. Create Job objects as necessary.

. Asexample, therequired input file "f.a" is declared as File object and linked to the ADAG object.
. Thefirst job arguments and files arefilled into the job, and the job is added to the ADAG object.

. Repeat step 4 for the remaining jobs.

. Add dependenciesfor al jobs. Y ou have the option of assigning label text to edges, though these are not used (yet).

N o o~ W N P

. To generate the DAX file, invoke the toXML() method on the ADAG object. The first argument is an opened file
handleor | O : Handl e descriptor scalar to write to, the second the default indentation for the root element, and
the third the XML namespace to use for elements and attributes. The latter is typically unused unless you want to
include your output into another XML document.

#!'/usr/ bin/env perl
#

use 5.006;

use strict;

use | G : Handl e;

use Owd;

use File:: Spec;

use File::Basenane;
use Sys:: Host nane;

use PCSI X ();
BEG N { $ENV{' PEGASUS_HOME'} || = "pegasus-config --nocrlf --hone” }
use |lib File::Spec->catdir( $ENV{' PEGASUS HOME' }, 'lib', 'perl' );

use Pegasus:: DAX:: Factory gw(:all);
use constant NS => 'dianond';

ny $adag = newADAG nanme => NS );

# Wor kfl ow Met aDat a

ny $nmeta = newiketaData(' nane', 'dianond');
$adag- >addMet aDat a( $neta );

$adag- >net abData( 'createdBy', 'Rajiv Mayani' );

ny $j obl = newJob( namespace => NS, nane => 'preprocess', version =>'2.0" );
ny $j ob2 = newJob( namespace => NS, nane => 'findrange', version => '2.0" );
ny $j ob3 = newJob( namespace => NS, nane => 'findrange', version =>'2.0" );
ny $j ob4 = newJob( namespace => NS, nane => 'analyze', version =>"'2.0" );

# create "f.a" locally
ny $fn = "f.a";
open( F, ">$fn" ) || die "FATAL: Unable to open $fn: $!\n";
nmy @ow = gntine();
printf F "%4u-%2u-%92u %9©2u: ¥%02u: ¥O2uZ\ n",
$nowf 5] +1900, $nowf 4] +1, @ow 3, 2, 1, 0] ;
close F;

ny $file = newFile( name => 'f.a' );

$file->addPFN( newPFN( url => 'file://' . Owd::abs_path($fn),
site => "local' ) );

$file->netabData( 'size', '1024' );

$adag- >addFil e($file);

# follow this path, if the PEGASUS_HOME was determi ned
if ( exists $ENV{' PEGASUS HOME' } ) {
ny $keg = File::Spec->catfile( $ENV' PEGASUS HOVE}, 'bin', 'keg' );

nmy @s = PCSI X::unanme();
# $0s[2] =~ s/A(\d+(\.\d+(\.\d+)?)?).*/$1/; ## create a proper osversion
$os[4] =~ s/i.86/x86/;

# add Executabl e instances to DAX-included TC. This will only work,
# if we know how to access the keg executable. HONEVER, for a grid
# workflow, these entries are not used, and you need to
# [1] install the work tools remotely
# [2] create a TCwith the proper entries
if (-x $keg ) {

for nmy $j ( $jobl, $job2, $jobs ) {

ny $app = newkxecut abl e( namespace => $j - >nanespace,
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nane => $j - >nane,
version => $j->version,
installed => 'fal se',
arch => $os[4],
os => | c($"0 );
$app- >addProfile( 'globus', 'maxtime', '2' );
$app- >addProfil e( 'dagman', 'RETRY', '3' );
$app- >addPFN( newPFN( url => "file://$keg", site => "local' ) );
$appl->nmetabData( 'size', '2048' );
$adag- >addExecut abl e( $app) ;

}

ny %ash = ( link => LINK_QUT, register => 'false', transfer => "true' );
ny $fna = newFil enane( nane => $file->name, link => LINK_IN);
ny $fnbl = newFil enane( nane => 'f.bl", %ash );
ny $fnb2 = newFil enane( nane => 'f.b2', %ash );
$j obl->addArgunent ( '-a', $jobl->nane, '-T60', '-i', $fna,
‘-0, $fnbl, $fnb2);
$j obl->metabData( 'time', '60' );
$adag- >addJob( $j obl);

ny $fncl = newFil enane( nane => 'f.cl', %ash );

$fnbl->link( LINKIN);

$j ob2- >addArgunent ( ' -a', $job2->nane, '-T60', '-i', $fnbil,
‘-0, $fncl);

$j ob2->nmetabData( 'time', '60' );

$adag- >addJob( $j 0b2);

ny $fnc2 = newFil enane( nane => 'f.c2', %ash );

$fnb2->link( LINKIN);

$j ob3->addArgunent ( '-a', $job3->nane, '-T60', '-i', $fnb2,
‘-0, $fnc2);

$j ob3->netabData( 'tine', '60" );

$adag- >addJob( $j ob3);

# a conveni ence function -- you can specify nultiple dependents

$adag- >addDependency( $jobl, $job2, $job3 );

ny $fnd = newFil enane( nane => 'f.d', %ash );
$fncl->link( LINKIN);
$fnc2->link( LINKIN);
$j ob4->separator(''); # just to show the difference wt default
$j ob4->addArgunent( '-a ', $job4->nane, ' -T60 -i ', $fncl, ' ', $fnc2,
‘-0 ', $fnd);
$j ob4->metabData( 'time', '60' );
$adag- >addJob( $j ob4) ;
# this is a convenience function adding parents to a child.
# it is clearer than overl oadi ng addDependency
$adag- >addl nver se( $j ob4, $job2, $job3 );
# workflow | evel notification in case of failure
# refer to Pegasus::DAX :Invoke for details
ny $user = $ENV{USER} || $ENV{LOGNAME} || scal ar getpwui d($>);
$adag- >i nvoke( | NVOKE_ON_ERROR,
"/bin/mailx -s 'blackdianond failed $user" );

ny $xmns = shift;
$adag- >t oXM_( \*STDOUT, '', $xnins );

DAX Generator API

The R DAX API provided with the Pegasus distribution allows easy creation of complex and large workflows in
R environments. The API follows the Googl€e' R style guide [http://google.github.io/styleguide/Rguide.xml], and all
objects and methods are defined using the S3 OOP system.

The APl can beinstaled as follows:

1. Installing from source package (.tar.gz) in an R environment:

instal |l . packages("/path/to/sourcel/ package.tar.gz", repo=NULL)

The source package can be obtained using pegasus- confi g --r or from the Pegasus downloads [http://
pegasus.isi.edu/downloads] page.

283


http://google.github.io/styleguide/Rguide.xml
http://google.github.io/styleguide/Rguide.xml
http://pegasus.isi.edu/downloads
http://pegasus.isi.edu/downloads
http://pegasus.isi.edu/downloads

API Reference

The R API is well documented using Roxygen [http://http://roxygen.org]. In an R environment, it can be accessed
using hel p( package=dax3) . A PDF manual [r/dax3-manual.pdf] is also available.

The stepsinvolved in creating a DAX using the APl are

1. Create anew ADAG object

2. Add any metadata attributes associated with the whole workflow.
3. Add any Workflow natification elements.

4. Create File objects as necessary. Y ou can augment the files with physical information, if you want to include them
into your DAX. Otherwise, the physical information is determined from the replica catal og.

5. (Optional) Create Executable objects, if youwant toincludeyour transformation cataloginto your DAX. Otherwise,
the tranglation of ajob/task into executable location happens with the transformation catal og.

6. Create anew Job object.

7. Add arguments, files, profiles, notifications and other information to the Job object
8. Add the job object to the ADAG object

9. Repeat step 4-6 as necessary.

10.Add all dependencies to the ADAG object.

11.Cdl theWi t eXM_() method on the ADAG object to render the XML DAX file.

An example R code that generates the diamond dax show previously islisted below. A workflow example code can be
found in the Pegasus distribution in the exanpl es/ gri d- bl ackdi amond- r directory asbl ackdi anond. R

#!'/ usr/bi n/ Rscri pt
#
l'i brary(dax3)

# Create a DAX
di anond <- ADAGQ"di anond")

# Add sone netadata
di anond <- Met adat a(di anond, "nane", "dianmond")
di anond <- Met adat a(di anond, "createdby", "Rafael Ferreira da Silva")

# Add input file to the DAX-1evel replica catal og

a <- File("f.a")

a <- AddPFN(a, PFN("gsiftp://site.conminputs/f.a","site"))
a <- Metadata(a, "size", "1024")

di anond <- AddFil e(di anond, a)

# Add executables to the DAX-level replica catal og

e_preprocess <- Executabl e(namespace="di anond", nane="preprocess", version="4.0", os="linux",
arch="x86_64")
e_preprocess <- Metadata(e_preprocess, "size", "2048")

e_preprocess <- AddPFN(e_preprocess, PFN("gsiftp://site.conlbin/preprocess","site"))
di anond <- AddExecut abl e(di anond, e_preprocess)

e_findrange <- Executabl e(nanmespace="di anond", name="findrange", version="4.0", os="linux",
arch="x86_64")

e_findrange <- AddPFN(e_findrange, PFN("gsiftp://site.con bin/findrange", "site"))

di anond <- AddExecut abl e(di anond, e_findrange)

e_anal yze <- Execut abl e( nanespace="di anond", nanme="anal yze", version="4.0", os="linux",
arch="x86_64")

e_anal yze <- AddPFN(e_anal yze, PFN("gsiftp://site.conl bin/analyze", "site"))

di anond <- AddExecut abl e(di anond, e_anal yze)

# Add a preprocess job

preprocess <- Job(e_preprocess)

preprocess <- Metadata(preprocess, "tine", "60")

bl <- File("f.b1")

b2 <- File("f.b2")

preprocess <- AddArgunents(preprocess, list("-a preprocess","-T60","-i",a,"-0",bl, b2))
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preprocess <- Uses(preprocess, a, |ink=DAX3.Link$l NPUT)

preprocess <- Uses(preprocess, bl, |ink=DAX3.Link$OQUTPUT, transfer=TRUE)
preprocess <- Uses(preprocess, b2, |ink=DAX3.Link$QUTPUT, transfer=TRUE)
di amond <- AddJob(di amond, preprocess)

# Add | eft Findrange job

frl <- Job(e_findrange)

frl <- Metadata(frl, "tine", "60")

cl <- File("f.c1")

frl <- AddArgunents(frl, list("-a findrange","-T60","-i",bl,"-0",cl))
frl <- Uses(frl, bl, |ink=DAX3.Link$l NPUT)

frl <- Uses(frl, cl, |ink=DAX3.Link$QUTPUT, transfer=TRUE)

di anond <- AddJob(di anond, frl)

# Add right Findrange job

frr <- Job(e_findrange)

frr <- Metadata(frr, "tine", "60")

c2 <- File("f.c2")

frr <- AddArgunents(frr, list("-a findrange","-T60","-i",b2,"-0",c2))
frr <- Uses(frr, b2, |ink=DAX3.Link$l NPUT)

frr <- Uses(frr, c2, |ink=DAX3.Link$QUTPUT, transfer=TRUE)

di anond <- AddJob(di anond, frr)

# Add Anal yze job
anal yze <- Job(e_anal yze)

anal yze <- Metadata(anal yze, "tinme", "60")
d <- File("f.d")
anal yze <- AddArgunents(anal yze, list("-a analyze","-T60","-i",cl1,¢c2,"-0",d))

anal yze <- Uses(analyze, c1, |ink=DAX3. Link$l NPUT)

anal yze <- Uses(analyze, c2, |ink=DAX3. Link$l NPUT)

anal yze <- Uses(analyze, d, |ink=DAX3.Link$OQUTPUT, transfer=TRUE)
di amond <- AddJob(di anond, anal yze)

# Add dependenci es

di anond <- Depends(di anond, parent=preprocess, child=frl)
di anond <- Depends(di anond, parent=preprocess, child=frr)
di anond <- Depends(di anond, parent=frl, child=analyze)

di anond <- Depends(di anond, parent=frr, child=analyze)

# Get generated dianmond dax
WiteXM.(di anond, stdout())

DAX Generator without a Pegasus DAX API

If you are using some other scripting or programming environment, you can directly write out the DAX format using
the provided schema using any language. For instance, L1GO, the Laser Interferometer Gravitational Wave Observa-
tory, generate their DAX files as XML using their own Python code, not using our provided API.

If you write your own XML, you must ensure that the generated XML is well formed and valid with respect to the
DAX schema. You can use the pegasus-dax-validator to verify the validity of your generated file. Typically, you
generate asmallish test file to, validate that your generator creates valid XML using the validator, and then ramp it up
to produce the full workflow(s) you want to run. At this point the pegasus-dax-validator is a very simple program
that will only take exactly one argument, the name of the file to check.The following snippet checks a black-diamond
file that uses an improper osversion attribute in its executable element:
$ pegasus-dax-val i dator bl ackdi anond. dax
ERROR cvc-pattern-valid: Value '2.6.18-194.26.1.el5 is not facet-valid

with respect to pattern '[0-9]+(\.[0-9]+(\.[0-9]+)?)?" for type 'VersionPattern'.
ERROR cvc-attribute.3: The value '2.6.18-194.26.1.el5 of attribute 'osversion'

on el ement 'executable' is not valid with respect to its type, 'VersionPattern'.

0 warnings, 2 errors, and O fatal errors detected.

We are working on improving this program, e.g. provide output with regards to the line number where the issue
occurred. However, it will return with anon-zero exit code whenever errors were detected.

Monitoring

Monitoring REST API alows developers to query a Pegasus workflow's STAMPEDE database.
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Resource Definition

Root Workflow

}

Workflow
{

}

"wf_id"
"wf _uui d"
"subm t _host nane"
"submt_dir"
"pl anner _ar gunent s"
"pl anner _versi on"
"user"
"grid_dn"
"dax_| abel "
"dax_version"
"dax_file"
"dag_fil e_nane"
"timestanp”
"wor kfl ow_st at e"
" _links"

"wor kf | ow"

"wf_id"
"root _wf_id"
"parent _wf _id"
"wf _uui d"
"subm t _host nane"
"submt_dir"
"pl anner _ar gunent s"
"pl anner _versi on"
"user"
"grid_dn"
"dax_| abel "
"dax_version"
"dax_file"
"dag_fil e_nane"
"timestanp”
" _links"

"wor kf | ow_net a"

"wor kfl ow_st at e"

“j ob"
"task"
"host"
"invocation"

Workflow Metadata

}

<int:w_id>,

<stri
<stri
<stri
<stri
<stri
<stri
<stri
<stri
<stri
<stri
<stri

ng

ng:
ng:
ng:
ng:
ng:
ng:
ng:
ng:
ng:
ng:

cwf_uui d>,

subm t _host nanme>,
subm t _dir>,

pl anner _ar gunent s>,
pl anner _versi on>,
user >,

grid_dn>,

dax_| abel >,
dax_versi on>,
dax_file>,
dag_fil e_name>,

<int:timestanp>,
<obj ect : wor kf | ow_st at e>,

<hr ef : wor kf | ow>

<int:w_id>,

<int:
<int:
<stri
<stri
<stri
<stri
<stri
<stri
<stri
<stri
<stri
<stri
<stri

<hr ef
<hr ef
<hr ef
<hr ef

ro

ot _wf_id>,

parent _w _i d>,

ng

ng:
ng:
ng:
ng:
ng:
ng:
ng:
ng:
ng:
ng:
<int:timestanp>,

X

<href:
<href:

"key" <string: key>,
"val ue" <string:val ue>,
"_links" : {

"wor kf | ow'
}

Workflow Files

<string:lfn_id>,

"wf_id" <int:w_id>,
"l fn_id"
"l fn" <string:lfn>,
"pfns" ol
{
"pfn_id"
"pf N

cwf_uui d>,

subm t _host name>,
subm t _dir>,

pl anner _ar gunent s>,
pl anner _versi on>,
user >,

grid_dn>,

dax_| abel >,
dax_versi on>,
dax_file>,
dag_fil e_name>,

s wor kf I ow_net a>,
:wor kf | ow_st at e>,
:j ob>,

i task>,

host >,
invocati on>

<hr ef : wor kf | ow>

<int:pfn_id>,
<string: pfn>,
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"site" <string:site>
}
1.
"meta" [
{
"meta_id" <int:meta_id>,
"key" <string: key>,
"val ue" <string: val ue>
}
"_l'i nks" A
"wor kf | ow' <hr ef : wor kf | ow>
}
}
Workflow State
{
"wf_id" int:w_id,
"state" <string:state>,
"status" <int:status>,
"restart_count"” <int:restart_count>,
"timestanp” <dateti me:tinmestanp>,
" _links" :
"wor kf | ow* " <hr ef : wor kf | ow>"
}
}
Job
{
"job_id" <int: job_id>,
"exec_job_id" <string: exec_job_id>,
"submt_file" <string: submt_file>,
"type_desc" <string: type_desc>,
"max_retries" <int: max_retries>,
"cl ust ered"” <bool : cl ustered>,
"task_count" <int: task_count>,
"execut abl e" <string: executable>,
"argv" <string: argv>,
"task_count" <int:task_count >,
" _links" |
“wor kf | ow" <hr ef : wor kf | ow>,
"task" <href:task>,
"j ob_i nstance" <href:job_instance>
}
}
Host
{
"host _i d" <int:host_id>,
"site_nane" <string:site_nane>,
"host nane" <string: host name>,
"ip" <string:ip>,
"unane" <string: uname>,
"total _menory" <string:total _nenory>,
" _links"
"wor kf | ow' <hr ef : wor kf | ow>
}
}
Job State
{
"job_instance_id" <int:job_instance_id>,
"state" <string:state>,
"j obstate_subnit_seq" <int:jobstate_submt_seq>,
"tinestanp” <int:timestanmp>,
"_links" :
"j ob_i nstance" "href:job_instance"
}
}
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Task

{
"task_id"
"abs_task_id"
"type_desc"
"transfornmation"
"argv"
" _links"
"wor kf | ow'
"j ob”
"task_neta"
}
}

Task Metadata

<int:task_id>,

<string: abs_task_i d>,
<string: type_desc>,
<string:transformation>,
<string:argv>,

: <href:workfl ow>,

<href:job>,
<hr ef : t ask_net a>

Job Instan

Invocation

"key" <string:
"val ue" <string:
"_links" : {

"task" <href:

ce

"job_instance_id"
"host _i d"
"job_submt_seq"
"sched_i d"
"site_nane"
"user"

"work_dir"

"cluster_start"

"cluster_duration”

"l ocal _duration"

"subwf _i d"

"stdout _text"

"stderr_text"

"stdin_file"

"stdout_file"

"stderr_file"

"mul tiplier_factor"

"exitcode"

" _links"
"job_state"
"host "
"invocation"
"j ob"

"invocation_id"
"job_instance_id"
"abs_task_id"
"task_submit_seq"
"start_time"
"renot e_duration”
"renmote_cpu_tine"
"exi tcode"
"transformation"
"execut abl e"
"argv"
" _links"

"wor kf | ow'

"j ob_i nstance"

key>,
val ue>,

task>

<int:job_instance_id>,
<int:host_id>,
<int:job_submt_seqg>,
<string: sched_id>,
<string:site_nane>,
<string: user>,
<string:work_dir>,
<int:cluster_start>,
<int:cluster_duration>,
<int:local _duration>,
<int:subwf _id>,
<string: stdout_text>,
<string:stderr_text>,
<string:stdin_file>,
<string:stdout_file>,
<string:stderr_file>,
<int:multiplier_factor>,
<i nt:exitcode>,

<href:job_state>,
<href : host >,
<href:invocation>,
<href:j ob>

<int:invocation_id>,
<int:job_instance_id>,
<string: abs_task_id>,
<int:task_submt_seq>,
<int:start_tinme>,
<int:renmote_duration>,
<int:remote_cpu_tinme>,
<int:exitcode>,
<string:transformation>,
<string: execut abl e>,
<string:argv>,
{

<hr ef : wor kf | ow>,

<href:job_instance>
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RC LEN
{
"Ifn_id" : <int:pfn_id>,
"l fn" : <string:pfn>
}
RC PEN
{
"pfn_id" : <int:pfn_id>,
"pfn" 1 <string:pfn>,
"site" ;. <string:site>
}
RC Metadata
{
"meta_id" : <int:meta_id>,
"key" ;. <string: key>,
"val ue" ;. <string:val ue>
}
Endpoints

All URIs are prefixed by/api/vl/user/<string:user>.

All endpoints return response with content-type as application/json.

All endpoints support “pretty-print” query argument, to return aformatted JSON response.

All endpoints return status code 401 forAuthentication failure.

All endpoints return status code 403 forAuthorization failure.

GET /root OR POST /root/query

Returns a collection of the Root Workflow resource.

Table 16.5. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.6. Returns

Status Code Description
200 OK
204 No content; when no workflows found.
400 Bad request

GET /root/<m_wf _id>

Returns a Root Workflow resource identified by m_wf_id.
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Table 16.7. Returns

Status Code Description

200 OK

404 Not found

GET /root/<sm_wf_id>/workflow OR POST /root/<m_wf_id>/workflow/query

Returns a collection of the Workflow resource.

Table 16.8. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.9. Returns

Status Code Description
200 OK
204 No content; when no workflows found.
400 Bad request

GET /root/<m_wf_id>/workflow/<wf _id>

Returns a Workflow resource identified by m_wf_id, wf_id.

Table 16.10. Returns

Status Code Description

200 OK

404 Not found

GET /root/<sm_wf_id>/workflow/<wf_id>/meta OR POST /root/<m_wf_id>/
workflow/<wf_id>/meta/query

Returns a collection of the WorkflowM etadata resource.

Table 16.11. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.12. Returns

Status Code Description

200 OK
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Status Code

Description

204

No content; when no workflows found.

400

Bad request

GET /root/<m_wf_id>/workflow/<wf_id>/files OR POST /root/<m_wf_id>/

workflow/<wf_id>/files/query

Returns a collection of the WorkflowFiles resource.

Table 16.13. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.14. Returns

Status Code Description
200 OK
204 No content; when no workflows found.
400 Bad request

GET /root/<sm_wf_id>/workflow/<wf_id>/state[;recent=true] OR POST /root/
<m_wf_id>/workflow/<wf_id>/state[;recent=true]/query

Returns a collection of the Workflow State resource.

Table 16.15. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.
recent Get most recent results. See Recent.

Table 16.16. Returns

Status Code Description
200 OK
204 No content; when no workflow-state found.
400 Bad request

GET /root/<m_wf_id>/workflow/<wf_id>/host OR POST /root/<m_wf_id>/

workflow/<wf_id>/host/query

Returns a collection of the Host resource.
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Table 16.17. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.18. Returns

Status Code Description
200 OK
204 No content; when no hosts found.
400 Bad request

GET /root/<m_wf_id>/workflow/<wf_id>/host/<host_id>

Returns a Host resource identified by m_wf_id, wf_id, host_id.

Table 16.19. Returns

Status Code

Description

200

OK

404

Not found

GET /root/<sm_wf_id>/workflow/<wf_id>/task OR POST /root/<m_wf_id>/

workflow/<wf_id>/task/query

Returns a collection of the Task resource.

Table 16.20. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.21. Returns

Status Code Description
200 OK
204 No content; when no tasks found.
400 Bad request

GET /root/<m_wf_id>/workflow/<wf_id>/task/<task_id>

Returns a Task resource identified by m_wf_id, wf_id, task_id.
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Table 16.22. Returns

Status Code Description
200 OK
404 Not found

GET /root/<sm_wf_id>/workflow/<wf_id>/task/<task_id>/meta OR POST /root/
<m_wf_id>/workflow/<wf_id>/task/<task_id>/meta/query

Returns a collection of the TaskM etadata resource.

Table 16.23. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.24. Returns

Status Code Description
200 OK
204 No content; when no workflows found.
400 Bad request

GET /root/<m_wf_id>/workflow/<wf _id>/invocation OR POST /root/
<m_wf_id>/workflow/<wf_id>/invocation/query

Returns a collection of the Invocation resource.

Table 16.25. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.26. Returns

Status Code Description
200 OK
204 No content; when no invocations found.
400 Bad request

GET /root/<m_wf_id>/workflow/<wf_id>/invocation/<invocation_id>

Returns a Invocation resource identified by m_wf_id, wf_id, invocation _id.
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Table 16.27. Returns

Status Code

Description

200

OK

404

Not found

GET /root/<sm_wf_id>/workflow/<wf_id>/job OR POST /root/<m_wf_id>/work-

flow/<wf_id>/job/query
Returns a collection of the Job resource.

Table 16.28. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.29. Returns

Status Code Description
200 OK
204 No content; when no jobs found.
400 Bad request
GET /root/<m_wf_id>/workflow/<wf_id>/job/<job_id>
Returns a Job resource identified by m_wf_id, wf_id, job_id.
Table 16.30. Returns
Status Code Description
200 OK
404 Not foun

GET /root/<m_wf_id>/workflow/<wf_id>/job/<job_id>/task OR POST /root/
<m_wf_id>/workflow/<wf_id>/job/<job_id>/task/query

Returns a collection of the Task resource.

Table 16.31. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.
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Table 16.32. Returns

Status Code Description
200 OK
204 No content; when no tasks found.
400 Bad request

GET /root/<sm_wf_id>/workflow/<wf_id>/job/<job_id>/job-instance[;recen-
t=true] OR POST /root/<m_wf_id>/workflow/<wf_id>/job/<job_id>/job-in-

stance[;recent=true]/query

Returns a collection of the Job Instance resource.

Table 16.33. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.
recent Get most recent results. See Recent.

Table 16.34. Returns

Status Code Description
200 OK
204 No content; when no job-instances found.
400 Bad request

GET /root/<sm_wf_id>/workflow/<wf_id>/job/<job_id>/job-instance/<job_in-

stance_id>

Returns a Job Instance resource identified by m_wf_id, wf_id, job_id, job_instance id.

Table 16.35. Returns

Status Code

Description

200

OK

404

Not found

GET /root/<m_wf_id>/workflow/<wf_id>/job/<job_id>/job-instance/<job_in-
stance_id>/state[;recent=true] OR POST /root/<m_wf_id>/workflow/<wf_id>/
job/<job_id>/job-instance/<job_instance_id>/state[;recent=true]/query

Returns a collection of the Job State resource.

Table 16.36. Options

Argument

Description

start-index

Return results starting from record <start-index> (0 in-
dexed)
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Argument Description
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.
recent Get most recent results. See Recent.

Table 16.37. Returns

Status Code Description
200 OK
204 No content; when no job-state found.
400 Bad request

GET /root/<m_wf_id>/workflow/<wf_id>/job/<job_id>/job-instance/<job_in-
stance_id>/invocation OR POST /root/<m_wf_id>/workflow/<wf_id>/job/
<job_id>/job-instance/<job_instance_id>/invocation/query

Returns a collection of the Invocation resource.

Table 16.38. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.39. Returns

Status Code Description
200 OK
204 No content; when no invocations found.
400 Bad request
POST /batch
Returns an array of responses; one entry for each request.
Batch Request
[
{
"method" : <string: method>,
"pat h" : <string: path>,
"body" : <di ct: body>
I
{
"method" : <string: method>,
"pat h" : <string: path>,
"body" : <di ct: body>

]
Batch Response
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"status" : <int:status_code>,
"response" : <string:response>
T
{
"status" ;. <int:status_code>,
"response" : <string:response>

]
Table 16.40. Returns

Status Code Description
207 Multi status

GET /root/<sm_wf_id>/workflow/<wf_id>/job/<[running|successful|failed|fail-
ing]> OR POST /root/<m_wf_id>/workflow/<wf_id>/job/<[running|success-
ful|failed|failing]>/query

Returns a collection of running, successful, failed, or failing Job resource.

Note: Queries, Sorting can include fields from Job and Joblnstance resource.

Table 16.41. Options

Argument Description
start-index Return results starting from record <start-index> (0 in-
dexed)
max-results Return a maximum of <max-results> records
query Search criteria. See Querying.
order Order criteria. See Ordering.

Table 16.42. Returns

Status Code Description
200 OK
204 No content; when no jobs found.
400 Bad request

Querying
Querying is supported through query string argument “query".

Querying is supported only on endpoints returning collections.

Syntax
Query clauses are rudimentary and must follow some rules.
» Supported comparatorsare =, !=, <, <=, >, >=, LIKE, IN.
« Supported operators are AND, OR.

¢ Comparision clauses must havetheform <FIELDNAME> SPACE <COMPARATOR> SPACE <STRING LITER-
AL OR INTEGER LITERAL OR FLOAT LITERAL>

* <FIELDNAME> must be prefixed with resource query prefix Example: r.wf_id isvalid, but wf_id is not.
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¢ <FIELDNAMES> which can be used in a query caluse depends on the resource being queries. Example: For end-
point /api/v1/user/user-alroot/ L/wor kflow/1/job/2/state query clause can only contain fields from the Job State re-
source.

« Only exceptions for the previous rules are
Querying Root Workflow where fields from both Root Workflow and Workflow State can be included.

Querying the /api/v1/user/user-alroot/ L/workflow/1/fileswherefields from RC LFN, RC PFN, an RC Metadata can
be included.

Views endpoint /api/v1l/user/user-alroot/1/workflow/1/job/<[running|successful |fail ed|failing]> where fields from
Job and Jobl nstance resource can be included.

Example
For Root Workflow https://ww. domai n. conf api / vl/ user/ user-alroot ?quer y<QUERY>

Where QUERY can be( r.wf_id >= 5 AND r. planner_version LIKE "4.5% ) OR( r.wf_id IN( 1, 2) )
Resource - Query Prefix

Table 16.43. Query Prefix

Resource Query Prefix Example
Root Workflow r rwf_id
Wor kflow w w.wf_uuid
Workflow M etadata wm wm.key
Workflow Files wf wf.lfn
Workflow State ws ws.state
Job i j.type_desc
Host h h.site
Job State js js.state
Task t t.abs task_id
Task Metadata tm tm.value
Job Instance ji ji.exitcode
Job i i.argv
RCLFN | [.Ifn
RC PFN p p.pfn
RC Metadata rm rm.key

Recent
Workflow State, Job State, and Job Instance resources have historical records.

For use cases where developers need to get the most recent record, we set path argument “recent” to true. Recent
argument is always true when requesting for root-workflow's resource.

Ordering
Ordering is supported through query string argument “order .
Ordering is supported only on endpoints returning collections.

Order clause can only contain fields which are part of the resource being returned. Fields may or may not be prefixed
by the Resource Query Prefix
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Example: Order clause for an endpoint returning a Workflow resource can only contain fields that are part of the
Workflow resource.

Syntax

Order clause consists of one or more field names optionally followed by order direction (ASC or DESC), separated
by commas.

ht t ps: // www. domai n. cont api / v1/ user/ user - a/ r oot ?order =r. submi t _hostnane ASC, wf _id DESC

Examples

Resource - Single

$ curl --request GET \
--user user-a:user-a-password \
https://ww. domai n. conf api / vl/ user/user-al/root/ 1/ workfl ow 1?pretty-print=true

HTTP/ 1.1 200 OK

"wf_id" c1,

"root _wf_id" c 1,

"parent _wf _id" onull,

"wf _uui d" : "7193de8c- a28d- 4eca- b576- 1blc3c4f 668b",

"subm t _host nanme" : "isis.isi.edu",

"submt_dir" : "/home/tutorial/submt/",

"pl anner _argunments” : "--conf pegasusrc --sites condorpool --output-site local --dir dags --dax

dax.xm --submt",

"pl anner _versi on" : "4.5.0dev",

"user" : "user-a",

"grid_dn" onull,

"dax_| abel " : "hello_world",

"dax_version" : "3.5",

"dax_file" : "/honme/tutorial/hello-world. xm",

"dag_fil e_nane" : "hell o_worl d-0. dag",

"timestanp"” : 1421432530. 0,

" _links" |
"wor kfl ow_state" : "/user/user-al/root/ 1/ workflow 1/state",
"j ob" : "luser/user-alroot/ 1/ workflow 1/job",
"task" . "/user/user-al/root/ 1/ workflow 1/task",
"host " . "/user/user-al/root/ 1/ workflow 1/ host",
"invocation" : "luser/user-al/root/ 1/ workflow 1/job"

}

}

Resource - Collection

$ curl --request POST \
--user user-a:user-a-password \
--data 'pretty-print=true' \
https://ww. donai n. cont api / vl/ user/ user-al root/ 1/ wor kf | ow query

HTTP/ 1.1 200 K

{
"records" : [
{
"wf_id" D1,
"root_wf_id" c1,
"parent_wf_id" conull,
"wf _uui d" : "7193de8c- a28d- 4eca- b576- 1blc3c4f 668b",
"subm t _host nane" : "isis.isi.edu",
"submit_dir" : "/hone/tutorial/dags/20150116T102210- 0800",
"pl anner _argunments" : "--conf pegasusrc --sites condorpool --output-site local --dir
dags --dax dax.xm --submt",
"pl anner _versi on" : "4.5.0dev",
"user" : "user-a",
"grid_dn" conull,
"dax_| abel " : "hello_world",
"dax_version" : "3.5",
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"dax_file"

"dag_fil e_nane"

"timestanp"”

"_l'i nks" :
"wor kf | ow_st at e"
"j ob"
"task"
"host"
"invocation"

"wf_id"
"root_wf_id"
"parent_wf_id"

"wf _uui d"

"subm t _host nane"
"submit_dir"

"pl anner _ar gunent s"
dax.xm --submit",
"pl anner _versi on"
"user"

"grid_dn"

"dax_| abel "
"dax_versi on"
"dax_file"
"dag_fil e_nane"
"timestanp"”
"_links"

dags --dax

"wor kf | ow_st at e"

"j ob"
"task"
"host"
"invocation"

"wf_id"
"root_wf_id"
"parent_wf_id"

"wf _uui d"

"submi t _host nane"
"submit_dir"

"pl anner _ar gunent s"
dax.xm --submit",
"pl anner _versi on"
"user"

"grid_dn"

"dax_| abel "
"dax_versi on"
"dax_file"
"dag_fil e_nane"
"timestanp"”
"_links"

dags --dax

"wor kf | ow_st at e"

"j ob"
"task"
"host"
"invocation"

}

1,

" _meta" {
"records_total" 13,
"records_filtered" : 3

Querying

$ curl --request GET \

--get \

"/home/tutorial/hello-world.xm",
"hel | o_worl d- 0. dag",
1421432530. 0,

"/ user/user-al/root/ 1/ workflow 1/state",
"/ user/user-al/root/ 1/ workflow 1/job",
"/ user/user-alroot/ 1/ workflow 1/task",
"/ user/user-alroot/ 1/ workflow 1/ host",
"/ user/user-alroot/ 1/ workfl ow 1/j ob"

2,

2,

nul |,

"41920a57- 7882- 4990- 854e- 658h7a797745",

"isis.isi.edu",

"/ home/ tutorial /dags/ 20150330T165231- 0700",

"--conf pegasusrc --sites condorpool --output-site |ocal

"4.5.0dev",

"user-a",

nul I,

"hel l o_world",

"3.5",

"/ hone/tutorial/hello-world. xm",
"hel | o_worl d-0. dag",

1427759551. 0,

"/ user/user-alroot/2/ workflow 1/ state",
"/ user/user-alroot/ 2/ workflow 1/job",
"/ user/user-alroot/2/ workflow 1/task",
"/ user/user-alroot/2/ workflow 1/ host",
"/ user/user-alroot/ 2/ workfl ow 1/j ob"

3,

3,

nul |,

"fce67b41- df 67- 4b3c- 8f a4- d77e6e2b9769",

"isis.isi.edu",

"/ hone/ tutorial /dags/20150330T170228- 0700",

"--conf pegasusrc --sites condorpool --output-site |ocal

"4.5.0dev",

"user-a",

nul I,

"hel l o_world",

"3.5",

"/ hone/tutorial/hello-world. xm",
"hel | o_worl d-0. dag",

1427760148. 0,

"/ user/user-alroot/3/ workflow 1/ state",
"/ user/user-alroot/ 3/ workflow 1/job",
"/ user/user-alroot/3/ workflow 1/task",
"/ user/user-alroot/3/ workflow 1/ host",
"/ user/user-alroot/ 3/ workflow 1/j ob"

--data-urlencode "pretty-print=true" \
--data-url encode "query=w. W _uuid = '41920a57- 7882- 4990- 854e- 658b7a797745" " \

--user

user - a: user - a- password \

--dir

--dir
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https://ww. domai n. conf api / vl/ user/ user-a/root/ 1/ wor kf | ow

HTTP/ 1.1 200 K

{
"records" : [
{
"wf_id"
"root_wf_id"
"parent_wf_id"
"wf _uui d"
"subm t _host nane"
"submit_dir"
"pl anner _ar gunent s"
dax.xm --submit",
"pl anner _versi on"
"user"
"grid_dn"
"dax_| abel "
"dax_versi on"
"dax_file"
"dag_fil e_nane"
"timestanp"”
"_l'i nks" :
"wor kf | ow_st at e"
"j ob"
"task"
"host"
"invocation"

dags --dax

}

1,

"_meta" {
"records_total" : 3,
"records_filtered" : 1

}
Ordering

--request GET \
- -user

$ curl

HTTP/ 1.1 200 K

{

"records" : [

{

"wf_id"
"root_wf_id"
"parent_wf_id"
"wf _uui d"
"subm t _host nanme"
"submit_dir"
"pl anner _ar gunent s"
dax.xm --submit",
"pl anner _versi on"
"user"
"grid_dn"
"dax_| abel "
"dax_versi on"
"dax_file"
"dag_fil e_nanme"
"timestanp"”
" _links"

dags --dax

"wor kf | ow_st at e"

"j ob"
"task"
"host"
"invocation"

"k id
"root_wf_id"

2,

2,

nul |,

"41920a57- 7882- 4990- 854e- 658h7a797745",

"isis.isi.edu",

"/ hone/ tutorial /dags/ 20150330T165231- 0700",

"--conf pegasusrc --sites condorpool --output-site |ocal

"4.5.0dev",

"user-a",

nul I,

"hel l o_world",

"3.5",

"/ hone/tutorial/hello-world. xm",
"hel | o_worl d-0. dag",

1427759551. 0,

"/ user/user-alroot/2/ workflow 1/ state",
"/ user/user-alroot/ 2/ workflow 1/job",
"/ user/user-alroot/ 2/ workflow 1/task",
"/ user/user-alroot/2/ workflow 1/ host",
"/ user/user-alroot/ 2/ workfl ow 1/j ob"

user - a: user - a- password \
https://ww. domai n. conl api / vl/ user/user-al/root/ 1/ workfl ow?pretty-print=true&order=wf_id desc

3,

3,

nul |,

"fce67b41- df 67- 4b3c- 8f a4- d77e6e2b9769",

"isis.isi.edu",

"/ hone/ tutorial /dags/20150330T170228- 0700",

"--conf pegasusrc --sites condorpool --output-site |ocal

"4.5.0dev",

"user-a",

nul |,

"hel l o_world",

"3.5",

"/ hone/tutorial/hello-world. xm",
"hel | o_worl d- 0. dag",

1427760148. 0,

"/ user/user-alroot/3/ workflow 1/state",
"/ user/user-alroot/ 3/ workflow 1/job",
"/ user/user-alroot/3/ workflow 1/task",
"/ user/user-alroot/3/ workflow 1/ host",
"/ user/user-alroot/ 3/ workfl ow 1/j ob"

--dir

--dir
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dags --dax

dags

1.

Recent

$ curl

--dax dax.xm

_meta"

--user

"parent_wf_id"

"wf _uui d"

"subm t _host nane"
"submit_dir"

"pl anner _ar gunent s"
dax.xm --submit",
"pl anner _versi on"
"user"

"grid_dn"

"dax_| abel "
"dax_versi on"
"dax_file"
"dag_fil e_nanme"
"timestanp"”
"_links"

"wor kf | ow_st at e"

"j ob"
"task"
"host"
"invocation"

"wf_id"
"root_wf_id"
"parent_wf_id"
"wf _uui d"

"subm t _host nane"
"submit_dir"

"pl anner _ar gunent s"
--submit"”,

"pl anner _versi on"
"user"

"grid_dn"
"dax_| abel "
"dax_versi on"
"dax_file"
"dag_fil e_nane"
"timestanp"”
"_l'i nks" :
"wor kf | ow_st at e"
"j ob"
"task"
"host"
"invocation"
}
A
"records_total"
"records_filtered"

--request GET \
user - a: user - a- password \
https://ww. domai n. conl api / vl/ user/user-a/root/ 1/ workflow 1/ state; recent=true?pretty-

print=true

HTTP/ 1.1 200 OK

{

"records": [

"wf_id": 1,
"state":
"status": 1,
"restart_count":
"timestanp":
"_links": {
"wor kf | ow":

3,
3

nul |,

"41920a57- 7882- 4990- 854e- 658h7a797745",

"isis.isi.edu",

"/ home/ tutorial /dags/ 20150330T165231- 0700",

"--conf pegasusrc --sites condorpool --output-site |ocal

"4.5. 0dev",

"user-a",

nul I,

"hel l o_world",

"3.5",

"/ hone/tutorial/hello-world. xm",
"hel | o_worl d- 0. dag",

1427759551. 0,

"/ user/user-alroot/2/ workflow 1/ state",
"/ user/user-alroot/ 2/ workflow 1/job",
"/ user/user-alroot/2/ workflow 1/task",
"/ user/user-alroot/2/ workflow 1/ host",
"/ user/user-alroot/2/ workflow 1/j ob"

1,

1,

nul |,

"7193de8c- a28d- 4eca- b576- 1blc3c4f 668b",

"isis.isi.edu",

"/ home/ tutorial/dags/20150116T102210- 0800",

"--conf pegasusrc --sites condorpool --output-site |ocal

"4.5.0dev",

"user-a",

nul |,

"hel l o_world",

"3.5",

"/ hone/tutorial/hello-world. xm",
"hel | o_worl d-0. dag",

1421432530. 0,

"/ user/user-al/root/ 1/ workflow 1/state",
"/ user/user-al/root/ 1/ workflow 1/job",
"/ user/user-alroot/ 1/ workflow 1/task",
"/ user/user-alroot/ 1/ workflow 1/ host",
"/ user/user-alroot/ 1/ workfl ow 1/j ob"

" WORKFLOW TERM NATED",

1421885063. 0,

"/ api/vl/ user/user-alroot/ 1/ workfl ow 1"

--dir

--dir
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_nmeta": {
"records_total ":

"records_filtered":

}
Batch Request

Example

$ curl --request POST \

1

--user user-a:user-a-password \

--header "Content-Type:

application/json" \

--data '[
{
"pat h" "/api/vl/ user/user-alroot?query=r.wf_id = 1&pretty-print=True",
"met hod" " CGET"
T
{
"path" "/api/vl/ user/user-alroot",
"met hod" " POST",
" body" {
"query" "r.wf_id = 2",
"pretty-print"” "True"
}
}
1"\
https://ww. donai n. conf api / vl/ user/ user-al batch
[
{
"status" 1 200,
"response" : {
"records" : [
{
"wf_id" 1,
"wf _uui d" "7193de8c- a28d- 4eca- b576- 1blc3c4f 668b",
"_links" :
"wor kf | ow' "/ api/vl/ user/user-alroot/ 1/ workflow'
}
}
1,
"_meta" {
"records_total" 5,
"records_filtered" 1
}
}
T
{
"status" 1 200,
"response" : {
"records" : [
{
"wf_id" 2,
"wf _uui d" "41920a57- 7882- 4990- 854e- 658b7a797745",
"_links" :
"wor kf | ow' "/ api/vl/ user/user-alroot/ 2/ workflow
}
}
1,
"_meta" {
"records_total" 5,
"records_filtered" 1
}
}
}
1
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Name

pegasus-analyzer — debugs a workflow.

Synopsis

pegasus-analyzer [--help|-h] [--quiet|-q] [--strict]-S]
[--monitord|-m|-t] [--verbose|-v]
[--output-dir|-o output_dir]
[--dag dag_filename] [--dir|-d|-i input_dir]
[--print]-p print_options] [--type workflow_type]
[--debug-job job][--debug-dir debug_dir]
[--local-executable local user executable]
[--conf|-c property_file] [--files]
[--top-dir dir_name] [--recursel-r]
[workflow_directory]

Description

pegasus-analyzer is a command-line utility for parsing the jobstate.log file and reporting successful and failed jobs.
When executed without any options, it will query the SQLite or MySQL database and retrieve failed job information
for the particular workflow. When invoked with the --files option, it will retrieve information from severa log files,
isolating jobs that did not complete successfully, and printing their stdout and stderr so that users can get detailed
information about their workflow runs.

Options
-h, —-help
-q, --quiet
-s, --strict

-m, -t, --monitord

-v, --verbose

-0 output_dir , --output-dir out-
put_dir

Prints a usage summary with all the available command-line options.
Only print the the output and error filenames instead of their contents.
Get jobs' output and error filenames from the job’ s submit file.

Invoke pegasus-monitor d before analyzing the jobstate.log file. Although pe-
gasus-analyzer can be executed during the workflow execution aswell as after
the workflow has already completed execution, pegasus-monitord" isaways
invoked with the --replay option. Since multiple instances of pegasus-mon-
itord" should not be executed simultaneously in the same workflow directo-
ry, the user should ensure that no other instances of pegasus-monitord are
running. If the run_directory is writable, pegasus-analyzer will create ajob-
state.log file there, rotating an older log, if it is found. If the run_directory is
not writable (e.g. when the user debugging the workflow is not the same user
that ran the workflow), pegasus-analyzer will exit and ask the user to provide
the --output-dir option, in order to provide an alternative location for pega-
sus-monitord log files.

Setsthelog level for pegasus-analyzer. If omitted, the default level will be set
to WARNING. When this option is given, the log level is changed to INFO. If
this option is repeated, the log level will be changed to DEBUG.

This option provides an aternative location for al monitoring log files for a
particular workflow. It is mainly used when an user does not have write privi-
legesto aworkflow directory and needs to generate the log files needed by pe-
gasus-analyzer. If this option is used in conjunction with the --monitord op-
tion, it will invoke pegasus-monitord using output_dir to store al output files.
Because workflows can have sub-workflows, pegasus-monitord will createits
files prepending the workflow wf_uuid to each filename. This way, multiple
workflow files can be stored in the same directory. pegasus-analyzer hasbuilt-
in logic to find the specific jobstate.log file by looking at the workflow brain-
dump.txt file first and figuring out the corresponding wf_uuid. If output_dir
does not exigt, it will be created.
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--dag 'dag_filename

-d input_dir , -i input_dir , --dir
input_dir

-p print_options, --print print_op-
tions

--debug-job job

--debug-dir debug_dir

--local-executable local user exe-

cutable

--type workflow_type

-c property file, --conf proper-
ty_file

--files

--top-dir dir_name

-r, --recurse

Environment Variables

In this option, dag_filename specifies the path to the DAG file to use. pega-
sus-analyzer will get the directory information from the dag_filename. This
option overrides the --dir option below.

Makes pegasus-analyzer look for the jobstate.log filein theinput_dir directo-
ry. If thisoptionisomitted, pegasus-analyzer will look in the current directory.

Tells pegasus-analyzer what extra information it should print for failed jobs.
print_options is a comma-delimited list of options, that include pre, invoca-
tion, and/or all, which activates all printing options. With the pre option, pega-
sus-analyzer will print the pre-script information for failed jobs. For the invo-
cation option, pegasus-analyzer will print the invocation command, so users
can manually run the failed job.

When given this option, pegasus-analyzer turns on its debug_mode, when it
can be used to debug a particular Pegasus Lite job. In this mode, pegasus-ana-
lyzer will createashell scriptinthedebug_dir (seebelow, for specifyingit) and
copy all necessary filesto thislocal directory and then execute the job locally.

When in debug_mode, pegasus-analyzer will create atemporary debug direc-
tory. Users can give this option in order to specify a particular debug_dir di-
rectory to be used instead.

Whenin debug job mode for Pegasus Litejobs, pegasus-analyzer creates ashell
script to execute the Pegasus Lite job locally in adebug directory. The Pegasus
Lite script refersto remote user executable path. This option can be used to pass
the local path to the user executable on the submit host. If the path to the user
executable in the Pegasus Lite job is same as the local installation.

In this options, users specify what workflow_type they want to debug. At this
moment, the only workflow_type availableis condor and it isthe default value
if this option is not specified.

Thisoptionisused to specify an alternative property file, which may containthe
path to the database to be used by pegasus-analyzer. If this option is not spec-
ified, the config file specified in the braindump.txt file will take precedence.

This option allows users to run pegasus-analyzer using the files in the work-
flow directory instead of the database asthe source of information. pegasus-an-
alyzer will output the same information, this option only changes where the
data comes from.

This option enables pegasus-analyzer to show information about sub-work-
flows when using the database mode. When debugging a top-level workflow
with failures in sub-workflows, the analyzer will automatically print the com-
mand users should use to debug afailed sub-workflow. Thisallowsthe analyzer
to find the database it needs to access.

Thisoption sets pegasus-analyzer to automatically recurseinto sub workflows
incaseof failure. By default, if aworkflow hasasub workflow init, and that sub
workflow fails, pegasus-analyzer reports that the sub workflow node failed,
and lists a command invocation that the user must execute to determine what
jobsin the sub workflow failed. If this option is set, then the analyzer automat-
ically issues the command invocation and in addition displays the failed jobs
in the sub workflow.

pegasus-analyzer does not require that any environmental variables be set. It locates its required Python modules
based on its own location, and therefore should not be moved outside of Pegasus bin directory.

306



Command Line Tools

Example

The simplest way to use pegasus-analyzer isto go to the run_directory and invoke the anayzer:

$ pegasus-anal yzer .
which will cause pegasus-analyzer to print information about the workflow in the current directory.

pegasus-analyzer output contains a summary, followed by detailed information about each job that either failed, or
isin an unknown state. Here is the summary section of the output:

**************************SUI'TTT'BI’y***************************

Total jobs : 75 (100. 00%
# j obs succeeded : 41 (54.67%
# jobs failed : 0 (0.00%
# jobs held : 1 (1.33%
# jobs unsubnmitted : 33 (44.00%
# j obs unknown : 1 (1.33%

jobs_succeeded are jobs that have completed successfully. jobs failed are jobs that have finished, but that did not
complete successfully. jobs_unsubmitted are jobs that are listed in the dag_file, but no information about them was
found in the jobstate.log file. jobs _held are jobs that were in HTCondor HELD state on the last retry of the job. With
default, pegasus added periodic_remove expression with the jobs, aheld job can eventually fail. In that case, held job
appears as afailed job aso. Finaly, jobs_unknown are jobs that have started, but have not reached completion.

After the summary section, pegasus-analyzer will display information about each job in the job_failed and job_un-
known categories.

Kkkkkkkkkkkkkkkkkkkkkkkkkkkkk*kx Ha| jObS‘ det @j | S* * % x %k kK kk ok kokokkokkkkkokkkokkokokk kK

sl eep_j 2
submt file : sleep_j2.sub
last _job_instance_id 7
reason . Error fromslotl@orbusier.isi.edu:

STARTER at 128.9.64.188 failed to
send file(s) to
<128.9. 64.188: 62639>: error reading from
/ opt/condor/ 8. 4.8/ ocal . corbusi er/execut e/ di r_76205/f. out:
(errno 2) No such file or directory;
SHADOW failed to receive file(s) from<128.9.64.188: 62653>

In the above example, the sleep_j2 job was held, and the analyzer displays the reason why it was held, as determined
from the dagman.out file for the workflow. Thelast_job_instance id is the database id for the job in the job instance
table of the monitoring database.

KRk KKKk KK KKK XK XXX X *Fqi | ed ] ObsS' detaj| s******kkshxkhxkhthhkkx

findrange_j 3

| ast state: POST_SCRI PT_FAI LURE
site: |ocal
submt file: /hone/user/dianond-subm t/findrange_j3.sub
output file: /home/user/di anond-subm t/findrange_j 3. out. 000
error file: /hone/user/dianond-submt/findrange_j3.err.000

———————————————————— Task #1 - SumMmBry-----------------------

site : local

host nanme : server-machi ne. domai n. com
executable : (null)

argument s : -a findrange -T 60 -i f.b2 -0 f.c2
error 2

working dir :

Intheexample above, thefindrange_j3job hasfailed, and theanalyzer displaysinformation about thejob, showing that
the job finished with a POST_SCRIPT_FAILURE, and lists the submit, output and error files for this job. Whenever
pegasus-analyzer detectsthat the output file contains akickstart record, it will display the breakdown containing each
task inthejob (in this case we only have one task). Because pegasus-analyzer was not invoked with the --quiet flag,
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it will aso display the contents of the output and error files (or the stdout and stderr sections of the kickstart record),
which in this case are both empty.

In the case of SUBDAG and subdax jobs, pegasus-analyzer will indicate it, and show the command needed for the
user to debug that sub-workflow. For example:

ubdax_bl ack_| DO00009
last state: JOB_FAI LURE
site: |ocal
submt file: /home/user/runl/subdax_bl ack_| DO00009. sub
output file: /home/user/runl/subdax_bl ack_| DO00009. out
error file: /home/user/runl/ subdax_bl ack_I DO00009. err
This job contains sub workfl ows!
Pl ease run the command bel ow for nore infornmation:
pegasus- anal yzer -d /home/user/runl/ bl ackdi anond_| DO00009. 000

tells the user the subdax_black ID000009 sub-workflow failed, and that it can be debugged by using the indicated
pegasus-analyzer command.

See Also

pegasus-status(1), pegasus-monitord(1), pegasus-statistics(1).

Authors

Fabio Silva<fabi o at isi dot edu>
Karan Vahi <vahi at isi dot edu>

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-cluster — run alist of applications
Synopsis
pegasus-cluster [-d] [-e| -f] [-Sec] [-sfn] [-R fn] [-n nr] [inputfil€]

Description

Thepegasus-cluster tool executesalist of applicationin the order specified (assuming sequential mode.) Itisgenerally
used to do horizontal clustering of independent application, and does not care about any application failures. Such
failures should be caught by using pegasus-kickstart to start application.

In vertical clustering mode, the hard failure mode is encouraged, ending execution as soon as one application fails.
When running a complex workflow through pegasus-cluster , the order of applications in the input file must be
topologically sorted.

Applications are usually using pegasus-kickstart to execute. In the pegasus-kickstart case, all invocations of pega-
sus-kickstart except the first should add the pegasus-kickstart option -H to supress repeating the XML preamble
and certain other headers of no interest when repeated.

pegasus-cluster permits shell-style quoting. One level of quoting is removed from the arguments. Please note that
pegasus-kickstart will also remove one level of quoting.

Arguments

-d This option increases the debug level. Debug message are generated on stdout . By default, debug-
ging isminimal.

-e Thisflag turns on the old behavior of pegasus-cluster to aways run everything and return success
no matter what. The -e flag is mutually exclusive with the -f flag. By default, all applications are
executed regardles of failures. Any detected application failure results in a non-zero exit status
from pegasus-cluster.

-f In hard failure mode, as soon as one application fails, either through a non-zero exit code, or by
dying on a signd, further execution is stopped. In parallel execution mode, one or more other
applications later in the sequence file may have been started already by the timefailureis detected.
Pegasus-cluster will wait for the completion of these applications, but not start new ones. The -f
flag is mutually exclusive with the -e flag. By default, all applications are executed regardless of
failures. Any detected application failure results in a non-zero exit status from pegasus-cluster.

-h This option prints the help message and exits the program.

-sfn This option will send protocol message (for Mei) to the specified file. By default, all message are
written to stdout .

-Rfn The progress reporting feature, if turned on, will write one event record whenever an application
is started, and one event record whenever an application finished. This is to enable tracking of
jobs in progress. By default, track logs are not written, unless the environment variable SEQEX-
EC_PROGRESS REPORT isset. If set, progress reports are appended to the file pointed to by the
environment variable.

-Sec Thisoption isamulti-option, which may be used multiple times. For each given non-zero exit-code
of an application, mark it as a form of success. In -f mode, this means that pegasus-cluster will
not fail when seeing this exit code from any application it runs. By default, all non-zero exit code
constitute failure.

-nnr This option determines the amount of parallel execution. Typically, parallel execution isonly rec-
ommended on multi-core systems, and must be deployed rather carefully, i.e. only completely in-
dependent jobs across of whole inpuitfile should ever be attempted to be run in parallel. The argu-
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ment nr is the number of parallel jobs that should be used. In addition to a non-negative integer,
the word auto is also understood. When auto is specified, pegasus-cluster will attempt to auto-
matically determine the number of cores available in the system. Strictly sequential execution, as
if nr was 1, is the default. If the environment variable SEQEXEC_CPUS s set, it will determine
the default number of CPUs.

inputfile The input file specifies a list of application to run, one per line. Comments and empty lines are
permitted. The comment character is the octothorpe (#), and extends to the end of line. By defaullt,
pegasus-cluster uses stdin to read the list of applications to execute.

Return Value

The pegasus-cluster tool returns 1, if anillegal option was used. It returns 2, if the status file from option -s cannot be
opened. It returns 3, if the input file cannot be opened. It does not return any failure for failed applicationsin old-exit
-e mode. In default and hard failure -f mode, it will return 5 for true failure. The determination of failure is modified
by the -S option.

All other internal errors being absent, pegasus-cluster will always return 0 when run without -f . Unlike shell, it will
not return the last application’s exit code. In default mode, it will return 5, if any application failed. Unlike shell, it
will not return the last application’s exit code. However, it will execute al applications. The determination of failure
ismodified by the -S flag. In -f mode, * pegasus-cluster returns either 0 if all main sequence applications succeeded,
or 5if onefailed; or morethan onein parallel execution mode. It will run only aslong as applications were successful.
As before, the *-S flag determines what constitutes a failure.

The pegasus-cluster application will also create asmall summary on stdout for each job, and one for itself, about the
success and failure. The field failed reports any exit code that was not zero or a signal of death termination. It does
not include non-zero exit codes that were marked as success using the -S option.

Task Summary

Each task executed by pegasus-cluster generates arecord bracketed by square brackets like this (each entry is broken
over two lines for readability):

[cluster-task id=1, start="2011-04-27T14: 31:25. 340-07: 00", duration=0.521,
status=0, |ine=1, pid=18543, app="/bin/usleep"]

[cluster-task id=2, start="2011-04-27T14:31:25. 342-07: 00", duration=0.619,
status=0, |ine=2, pid=18544, app="/bin/usleep"]

[cluster-task id=3, start="2011-04-27T14:31:25.862-07: 00", duration=0.619,
status=0, |ine=3, pid=18549, app="/bin/usleep"]

Each record is introduced by the string cluster-task with the following constituents, where strings are quoted:

id Thisis a numerical value for main sequence application, indicating the application’s place in the
sequence file. The setup task uses the string setup , and the cleanup task uses the string cleanup .

start is the ISO 8601 time stamp, with millisecond resolution, when the application was started. This
string is quoted.

duration is the application wall-time duration in seconds, with millisecond resolution.

status istheraw exit status as returned by the wait family of system calls. Typically, the exit codeis found

inthe high byte, and the signal of deathinthelow byte. Typically, 0 indicates asuccessful execution,
and any other value a problem. However, details could differ between systems, and exit codes are
only meaningful on the same os and architecture.

line is the line number where the task was found in the main sequence file. Setup- and cleanup tasks
don’t have this attribute.

pid is the process id under which the application had run.

app is the path to the application that was started. As with the progress record, any pegasus-kickstart
will be parsed out so that you see the true application.
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pegasus-cluster Summary

Thefinal summary of countsisarecord bracketed by sgquare brackets like this (broken over two lines for readability):

[cluster-summary stat="ok", |ines=3, tasks=3, succeeded=3, failed=0, extra=0,
duration=1.143, start="2011-04-27T14: 31: 25. 338-07: 00", pi d=18542, app="./segexec"]

The record is introduced by the string cluster-summary with the following constituents:

stat The string fail when pegasus-cluster would return with an exit status of 5. Concretely, thisis any
failure in default mode, and first failure in -f mode. Otherwise, it will always be the string ok , if
the record is produced.

lines isthe stopping line number of the input sequence file, indicating how far processing got. Up to the
number of cores additional lines may have been parsed in case of -f mode.

tasks isthe number of tasks processed.
succeeded isthe number of main sequence jobs that succeeded.
failed is the number of main sequence jobs that failed. The failure condition depends on the -S settings,
too.
extra is0, 1 or 2, depending on the existence of setup- and cleanup jobs.
duration isthe duration in seconds, with millisecond resolution, how long * pegasus-cluster ran.
start isthe start time of pegasus-cluster as SO 8601 time stamp.
See Also

pegasus-kickstart(1)

Caveats

The -S option sets success codes globally. It isnot possible to activate success codes only for one specific application,
and doing so would break the shell compatibility. Due to the global nature, use success codes sparingly as last resort
emergency handler. In better plannable environments, you should use an application wrapper instead.

Example

The following shows an example input file to pegasus-cluster making use of pegasus-kickstart to track applications.

#

# nmkdir

/ pat h/ t o/ pegasus-ki ckstart -R HPC -n nkdir /bin/nkdir -m 2755 -p split-corpus split-ne-corpus

#

# drop-di an

/ pat h/ t o/ pegasus-ki ckstart -H -R HPC -n drop-dian -o '~f-new. plain' /path/to/drop-dian /path/to/f-

tok.plain /path/to/f-tok. NE

#

# split-corpus

/ pat h/ t o/ pegasus-ki ckstart -H -R HPC -n split-corpus /path/to/split-seqg-new pl 23 f-new plain split-

cor pus/ cor pus.

#

# split-corpus

/ pat h/ t o/ pegasus-ki ckstart -H -R HPC -n split-corpus /path/to/split-seqg-new pl 23 /path/to/f-tok.NE
split-ne-corpus/corpus.

Environment Variables

A number of environment variables permits to influence the behavior of pegasus-cluster during run-time.

SEQEXEC_PROGRESS RE- If this variable is set, and points to a writable file location, progress report
PORT records are appended to the file. While care is taken to atomically append
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recordsto thelog file, in case concurrent instances of pegasus-cluster are run-
ning, broken Linux NFS may still garble some content.

SEQEXEC_CPUS If thisvariable is set to a non-negative integer, that many CPUs are attempted
to be used. The specia value auto permits to auto-detect the number of CPUs
available to pegasus-cluster on the system.

SEQEXEC_SETUP If thisvariableis set, and contains asingle fully-qualified path to an executable
and arguments, this executable will be run before any jobs are started. The exit
code of this setup job will have no effect upon the main job sequence. Success
or failure will not be counted towards the summary.

SEQEXEC_CLEANUP If thisvariableis set, and containsasingle fully-qualified path to an executable
and arguments, this executable will be before pegasus-cluster quits. Failure of
any previousjob will have no effect on the ability to run thisjob. The exit code
of the cleanup job will have no effect on the overall success or failure state.
Success or failure will not be counted towards the summary.

History
Asyou may have noticed, pegasus-cluster had the name seqexec in previous incantations. We are slowly moving to

the new name to avoid clashes in alarger OS installation setting. However, there is no pertinent need to change the
internal name, too, as no name clashes are expected.

Authors

Jens-S. Vockler <voeckler at isi dot edu>

Pegasus http://pegasus.isi.edu/
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Name

pegasus-config — Can be used to find installed Pegasus tools and libraries.

Synopsis

pegasus-config [-h] [--help] [-V] [--version] [--noeoln]
[--perl-dump] [--perI-hash] [--python-dump] [--sh-dump]
[--bin] [--conf] [--java] [--per]] [--python]
[--python-externalg] [--r] [--schema] [--classpath]
[--local-site] [--full-local]

Description

pegasus-config isused to find locations of Pegasus system components. Thetool isused internally in Pegasus and by
users who need to find paths for DAX generator libraries and schemas.

Options

-h, --help

-V, --version
--perl-dump
--perl-hash
--python-dump
--sh-dump
--bin

--conf

--java

--perl

--python
--python-exter nals
--r

--schema

--classpath

--noeoln

--local-site [d]

--full-local [d]

Prints help and exits.

Prints Pegasus version information

Dumps all settings in perl format as separate variables.

Dumps all settings in perl format as single perl hash.

Dumps all settings in python format.

Dumps all settingsin shell format.

Print the directory containing Pegasus binaries.

Print the directory containing configuration files.

Print the directory containing the jars.

Print the directory to include into your PERL5LIB.

Print the directory to include into your PY THONLIB.

Print the directory to the external Python libraries.

Print the path to the R DAX API source package.

Print the directory containing schemas.

Builds a classpath containing the Pegasus jars.

Do not produce a end-of-line after output. Thisisuseful when being called from non-
shell backticks in scripts. However, order is important for this option: If you intend
to use it, specify it first.

Create a site catalog entry for site "local”. Thisis only an XML snippet without root
element nor XML headers. The optional argument "d" points to the mount point to
use. If not specified, defaults to the user’s SHOME directory.

Create a complete site catalog with only site "local”. The an XML snippet without

root element nor XML headers. The optional argument "d" points to the mount point
to use. If not specified, defaults to the user's SHOME directory.
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Example

To set the PY THONPATH variable in your shell for using the Python DAX API:

export PYTHONPATH=" pegasus-config --python’

To set the same path inside Python:
config = subprocess. Popen("pegasus-config --python-dunp", stdout=subprocess. Pl PE,

shel | =True) . communi cat e() [ 0]
exec config

To set the PERL5LIB variable in your shell for using the Perl DAX API:

export PERL5LI B="pegasus-config --perl’

To set the same path inside Perl:

eval "pegasus-config --perl-dunp’;
die("Unabl e to eval pegasus-config output: $@) if $@

will set variables a number of lexically local-scoped my variables with prefix "pegasus " and expand Perl’s search
path for this script.

Alternatively, you can fail early and collect all Pegasus-related variables into asingle global %pegasus variablefor
convenience:
BEG N {

eval "pegasus-config --perl-hash’;

di e("Unabl e to eval pegasus-config output: $@) if $@
}

Author

Pegasus Team http://pegasus.isi.edu
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Name
pegasus-configure-glite — install Pegasus-specific glite configuration
Synopsis
pegasus-configure-glite [GLITE_LOCATION]
Description
pegasus-configur e-glite installs the Pegasus-specific scripts and configuration used by Pegasus to submit jobs via
Glite. Itinstalls:
1. *_local_submit_attributes.sh scripts that map Pegasus profiles to batch system-specifc job requirements.
2. Scripts for Moab and modifications to batch_gahp.config to enable Moab job submission.
Options
GLITE_LOCATION  Thedirectory where glite isinstalled. If thisis not provided, then condor_config_val will
be called to get the value of GLITE_LOCATION from the Condor configuration files.
Authors

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-dagman — Wrapper around * condor_dagman®*. Not to be run by user.

Description

The pegasus-dagman isapython wrapper that invokes pegasus-monitord and condor _dagman both. Thisis started
automatically by pegasus-submit-dag and ultimately condor_submit_dag. DO NOT USE DIRECTLY

Return Value

If the condor_dagman and pegasus-monitord exit successfully, pegasus-dagman exits with 0, else exits with non-
Zero.

Environment Variables

PATH The path variable is used to locate binary for condor _dagman and pegasus-monitord

See Also

pegasus-run(1) pegasus-monitord(1) pegasus-submit-dag(1)

Authors

Gaurang Mehta<gnehta at isi dot edu>

Pegasus Team http://pegasus.isi.edu
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Name
pegasus-dax-validator — determinesif agiven DAX fileisvalid.

Synopsis
pegasus-dax-validator daxfile [verbose]

Description

The pegasus-dax-validator is a simple application that determines, if a given DAX fileis valid XML. For this, it
parses the file with as many XML validity checks that the Apache Xerces XML parser framework supports.

Options
daxfile The location of thefile containing the DAX.

verbose If any kind of second argument was specified, not limited to the string verbose, the verbose output
mode is switched on.

Return Value

If the DAX was parsed successfully, or only warning's were issued, the exit code is 0. Any 'error or fatal error will
result in an exit code of 1.

Additionally, a summary statistics with counts of warnings, errors, and fatal errors will be displayed.

Example

Thefollowing showsthe parsing of aDAX file that uses the wrong kind of value for certain enumerations. The output
shows the errors with the respective line number and column number of the input DAX file, so that one can find and
fix them more easily. (The lines in the example were broken to fit the manpage format.)

$ pegasus-dax-val i dator bd. dax

ERROR in line 14, col 110: cvc-enuneration-valid: Value 'i386' is not
facet-valid with respect to enuneration '[x86, x86_64, ppc, ppc_64,
ia64, sparcv7, sparcv9, and64]'. It nust be a value fromthe
enuner ati on.

ERROR in line 14, col 110: cvc-attribute.3: The value 'i 386" of
attribute "arch' on elenment 'executable' is not valid with respect to
its type, 'ArchitectureType'.

ERROR in line 14, col 110: cvc-enuneration-valid: Value 'darwin' is
not facet-valid with respect to enuneration '[aix, sunos, |inux, nacosx,
wi ndows]'. It nust be a value fromthe enuneration.

ERROR in line 14, col 110: cvc-attribute.3: The value 'darwin' of
attribute 'os' on elenment 'executable' is not valid with respect to
its type, 'OSType'.

0 warnings, 4 errors, and O fatal errors detected.

See Also

Apache Xerces-J http://xerces.apache.org/xerces2-j/

Authors

Jens-S. Vockler <voeckl er at isi dot edu>

Pegasus Team http://pegasus.isi.edu/
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Name

pegasus-db-admin — Manage Pegasus databases.

Synopsis

pegasus-db-admin COMMAND [options] [DATABASE_URL]

Description

pegasus-db-admin is used to manage Pegasus databases. The tool can operate directly over a database URL, or can
read configuration parameters from the properties file or a submit directory. In the later case, a database type should
be provided to indicate which properties should be used to connect to the database. For example, the tool will seek for
pegasus.catal og.replica.db.* propertiesto connect to the JDBCRC database; or seek for pegasus.catal og.master.url (or
pegasus.dashboard.output, which is deprecated) property to connect to the MASTER database; or seek for the pega-
sus.catalog.workflow.url (or pegasus.monitord.output, which is deprecated) property to connect to the WORKFLOW
database. If none of these properties are found, the tool will connect to the default database

The pegasus-db-admin tool should always be followed by a COMMAND listed below. To seethe available options
for each command, please use the -h option after the command. For example: pegasus-db-admin update -h

Commands

create DATABASE_URL

update[-a] [-V] DATA-
BASE_URL

downgrade[-a] [-V] DATA-

BASE_URL

check [-V] [-€] DATABASE_URL

version [-V] [-€] DATA-
BASE_URL

Global Options

-h, —-help

-c CONFIG_PROPERTIES, --
conf=CONFIG_PROPERTIES

-sSUBMIT_DIR, --submit-
dir=SUBMIT_DIR

-t DB_TYPE, -type=DB_TYPE

Creates Pegasus databases from new or empty databases, or updates current
database to the latest version. If a database already exists, it will create a back-
up (SQLite only) of the current database in the database folder as a 3-digit in-
teger (e.g., workflow.db.000). Pegasus databases can be created by 1) passing
adatabase URL, 2) from the properties file, and 3) from the submit directory.
Note that if the properties file or the submit directory is used, a database type
(JDBCRC, MASTER, or WORKFLOW) should be provided.

Updates the database to the latest or a given Pegasus version provided with
the -V or --version option. If adatabase already exists, it will create a backup
(SQLite only) of the current database in the database folder as a 3-digit integer
(e.g., workflow.db.000). The -a or --all option will aso update databases from
completed workflows in the MASTER database.

Downgrades the database to the previous or a given Pegasus version provided
with the -V or --version option. If a database already exists, it will create a
backup (SQLite only) of the current database in the database folder as a 3-
digit integer (e.g., workflow.db.000). The-a or --all option will also downgrade
databases from completed workflows in the MASTER database.

Verifiesif the database is updated to the latest or a given Pegasus version pro-
vided with the -V or --version option.

Prints the current version of the database.

Prints a usage summary with all the available command-line options.

Specifies the properties file. This overrides al other property files. Should be
used with -t.

Specifies the submit directory. Should be used with -t.

Type of the database (JDBCRC, MASTER, or WORKFLOW). Should be used
with -cor -s.
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-D PROPERTIES Commandline overwrite for properties. Must be in the prop=val format.

-d, --debug Enables debugging.

Update and Downgrade Options

-a, --al Update/Downgrade all databases of completed workflowsin MASTER.

-V PEGASUS VERSION, --ver- Pegasus version that the database will be updated/downgraded to.
sion=PEGASUS VERSION

Check and Version Options

-V PEGASUS VERSION, --ver- Pegasus version that the database will be updated/downgraded to.
sion=PEGASUS_VERSION

-e, --version-value Show actual version values (an integer number).

Database Upgrades From Pegasus 4.5.X to Pegasus current
version

Databases will be automatically updated when pegasus-plan isinvoked, but WORKFLOW databases from past runs
may not be updated accordingly. Since Pegasus 4.6.0, the pegasus-db-admin tool provides an option to automatically
update all databases from completed workflows in the MASTER database. To enable this option, run the following

command:

$ pegasus-db-admin update -a
Your database has been updat ed.
Your database is conpatible with Pegasus version: 4.7.0

Verifying and updating workfl ow dat abases:
21/ 21

Sumrary:

Veri fied/ Updat ed: 21/21

Fail ed: 0/21

Unabl e to connect: 0/21

Unabl e to update (active workflows): 0/21

Log files:
20161006T134415- dbadmi n. out (Succeeded operati ons)
20161006T134415- dbadm n. err (Fail ed operations)

This option generates a log file for succeeded operations, and a log file for failed operations. Each file contains the

list of URLs of the succeeded/failed databases.

Notethat, if no URL is provided, the tool will create/use a SQLite

Examples

# Create a database by passing a database URL.
$ pegasus-db-admin create sqlite:///${HOVE}/. pegasus/ wor kf | ow. db
$ pegasus-db-admi n create nysql://I ocal host: 3306/ pegasus

Create a database fromthe properties file. Note that a database
type shoul d be provided.

pegasus-db-adnin create -c pegasus. properties -t MASTER
pegasus-db-adnin create -c pegasus. properties -t JDBCRC
pegasus-db-adnin create -c pegasus. properties -t WORKFLOW

©H e HH

Create a database fromthe submit directory. Note that a database
type shoul d be provided.

pegasus-db-adnin update -s /path/to/submtdir -t WORKFLOW
pegasus-db-adnin update -s /path/to/submtdir -t MASTER
pegasus-db-adnin update -s /path/to/submtdir -t JDBCRC

©H e o HH
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Updat e the database schema by passing a database URL.
pegasus- db-adni n update sqlite:///${HOVE}/. pegasus/ wor kf | ow. db
pegasus- db- adnmi n update nysql:/ /1 ocal host: 3306/ pegasus

©

Updat e the database schema fromthe properties file. Note that a
dat abase type shoul d be provided.

pegasus-db-adni n update -c pegasus. properties -t MASTER
pegasus-db- adni n update -c pegasus. properties -t JDBCRC
pegasus- db-adni n update -c pegasus. properties -t WORKFLOW

©H e H R

Updat e the database schema fromthe subnmit directory. Note that a
dat abase type shoul d be provided.

pegasus-db-adnin update -s /path/to/subnmitdir -t WORKFLOW
pegasus-db-adnin update -s /path/to/submtdir -t MASTER
pegasus-db-adni n update -s /path/to/submtdir -t JDBCRC

®H LR

Troubleshooting

Error 2013: Lost connection to MySQL server during query when dumping table

When updating MySQL databases, pegasus-db-admin uses mysgldump to create a backup .sql file for the current
database. For very large databases, the dump may fail due to timeout limits of the MySQL database (which are set to
30 seconds for read, and 60 seconds for write). Y ou can change these limits in the my.cnf config file by setting the
following configuration parameters (the values below are only an example, you should adjust them as you may like):

net _read_timeout = 120
net_write_timeout = 900

After making these changes to my.cnf you must restart MySQL .

Authors

Rafael FerreiradaSilva<r af si |l va@ si . edu>

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-em — Submit and monitor ensembles of workflows
Synopsis

pegasus-em COMMAND [options] [ARGUMENT...]

Commands

server [-d] Start the ensemble manager server.

ensembles List ensembles.

create ENSEMBLE [-R Create an ensemble.

MAX_RUNNING] [-P MAX_PLAN-

NING]

pause ENSEMBLE Pause ensemble.

activate ENSEMBLE Activate a paused ensemble.

config ENSEMBLE [-R Configure an ensemble.

MAX_RUNNING] | [-P
MAX_PLANNING]

submit ENSEMBLE.WORKFLOW  Submit aworkflow. The command is either pegasus-plan, or ashell script that
plan_command [ARGUMENT...]  cals pegasus-plan. The output of plan_command must contain the output of
pegasus-plan.

wor kflows ENSEMBLE [-1] List the workflowsin an ensemble.
replan ENSEMBLE.WORKFLOW  Replan afailed workflow.

rerun ENSEMBLE.WORKFLOW Rerun afailed workflow.

status ENSEMBLE.WORKFLOW  Display the status of aworkflow.
analyze ENSEMBLE.WORKFLOW Analyze the current state of aworkflow.

priority ENSEMBLE.WORKFLOW Alter the priority of aworkflow.
-p PRIORITY

Common Options

-h, --help Print help message

-d, --debug Enable debugging
Create and Config Options

-R N, --max-runningN  Maximum number of concurrently running workflows.

-P N, --max-planningN  Maximum number of workflows being planned simultaneously.

Workflows Options

-l, --long  Uselong listing format.

Authors

Pegasus Team <pegasus@ si . edu>
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Name
pegasus-exitcode — Used post-job to check the stdout/stderr for errors

Synopsis
pegasus-exitcode [-h][-r rv][-n][-s msg][-f msg] job.out

Description

pegasus-exitcode is a utility that examines the STDOUT of a job to determine if the job failed, and renames the
STDOUT and STDERR files of ajob to preserve them in case thejob isretried.

Pegasus uses pegasus-exitcode as the DAGMan postscript for jobs submitted via Globus GRAM. Thistool exists as
aworkaround to a known problem with Globus and Condor-G where the exitcodes of GRAM jobs are not returned.
Thisis a problem because Pegasus uses the exitcode of ajob to determine if the job failed or not.

In order to get around the exitcode problem, Pegasus can wrap GRAM jobs with Kickstart, which records the exitcode
of thejob in an XML invocation record, which it writes to the job’s STDOUT. The STDOUT is transferred from the
execution host back to the submit host when the job terminates. After the job terminates, DAGMan runs the job’s
postscript, which Pegasus sets to be pegasus-exitcode. pegasus-exitcode looks at the invocation record generated
by kickstart to see if the job succeeded or failed. If the invocation record indicates a failure, then pegasus-exitcode
returns a non-zero result, which indicates to DAGMan that the job has failed. If the invocation record indicates that
the job succeeded, then pegasus-exitcode returns 0, which tells DAGMan that the job succeeded.

In addition, clustered jobs executed with pegasus-cluster or pegasus-mpi-cluster will havea| cl ust er - summa-
ry] record in their STDOUT. pegasus-exitcode can examine these records to determine if any of the tasks in the
clustered job failed.

pegasus-exitcode performs several checks (some optional) to determine whether a job failed or not. These checks
include:

1. Isthe Condor exitcode non-zero? If so, then the job failed.

2. IsSTDOUT empty? If it is empty, then the job failed.

3. Arethere any failure messagesin the STDOUT or STDERR? If so, thejob failed.

4. Areall of the success messages in the STDOUT or STDERR? If not, then the job failed.

5. Doesthe[ cl ust er - summar y] record indicate that the job was successful. If not, then the job failed.

6. Arethereany <st at us> tagswith anon-zero value? If there are, then thejob failed. Notethat, if thisisaclustered
job, there could be multiple <st at us> tags, one for each task. If any of them are non-zero, then the job failed.

7. Isthere at least one <st at us> tag with a zero value? There must be at least one successful invocation or the
job hasfailed.

In addition, pegasus-exitcode alows the caller to specify the exitcode returned by Condor using the --return argu-
ment. This can be passed to pegasus-exitcode in aDAGMan post script by using the SRETURN variable. If thisvalue
is non-zero, then pegasus-exitcode returns a non-zero result before performing any other checks. For GRAM jobs,
the value of $RETURN will always be O regardless of whether the job failed or not.

In addition to checking the success/failure of ajob, pegasus-exitcode also renamesthe STDOUT and STDERR files of
thejob sothat if thejobisretried, the STDOUT and STDERR of the previousrun arenot lost. It doesthisby appending
a sequence number to the end of thefiles. For example, if the STDOUT fileis called "job.out", then the first time the
jobisrun pegasus-exitcode will renamethefile "job.out.000". If the job isrun again, then pegasus-exitcode sees that
"job.out.000" already exists and renames the file "job.out.001". It will continue to rename the file by incrementing
the sequence number every time the job is executed.

Options

-h, --help Prints a usage summary with all the available command-line options.
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-rrv, --returnrv

-n, --no-rename

-f msg, --failure-message msg

-smsg, --SUCCESS-Message msy

-l filename, --log filename

Authors

Return value reported by DAGMan. This can be specified in the DAG using
the SRETURN variable. If thisis non-zero, then pegasus-exitcode immediately
fails with a non-zero return value itself. If it is zero, then just rotate the file and
don't check for proper kickstart output. This option can be used in cases where
kickstart cannot be used (such as pegasus-create-dir) to enable file rotation.

Don’t rename job.out and job.err to .out. XXX and .err.XXX. Thisoption is used
primarily for testing.

Failure message to find in job stdout/stderr. If this message exists in the std-
out/stderr of the job, then the job will be considered a failure no matter what
other output exists. If multiple failure messages are provided, then none of them
can exist in the output or the job is considered afailure.

Success message to find in job stdout/stderr. If this message does not exist in the
stdout/stderr of the job, then the job will be considered a failure no matter what
other output exists. If multiple success messages are provided, then they must all
exist in the output or the job is considered afailure.

Name of the common log file in which stdout/stderr will be redirected.

Gideon Juve <j uve@sc. edu> Rafael FerreiradaSilva<r af si | va@ si . edu>

Pegasus Team http://pegasus.isi.edu
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Name
pegasus-globus-online — Interfaces with Globus Online for managed transfers.
Synopsis
pegasus-transfer [--mkdir]
[--transfer]
[--remove]
[--fileinputfile]
[--debug]
Description

pegasus-globus-online takes a JSON input from the pegasus-transfer tool and executes the list by interacting with
the Globus Online service.

A X.509 proxy isrequired to authenticate with Globus Online, and it is assumes that the endpoints already have been
activated using the web interface.

Note that pegasus-transfer isatool mostly used internally in Pegasus workflows, in particular by pegasus-transfer.

Options
--mkdir] Theinput JSON isfor amkdir request
--transfer] Theinput JSON isfor atransfer request
--remove] Theinput JSON isfor aremove request
--fileinpuitfile JSON transfer specification. If not given, stdin will be used.
--debug Enables debugging output.
Author

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-graphviz — Convert aDAX or DAG into agraphviz dot file
Synopsis

pegasus-graphviz [options] FILE

Description

pegasus-graphviz is atool that generates a graphviz DOT file based on a Pegasus DAX file or DAGMan DAG file.
Options

-h, --help Show the help message

-s, --nosimplify Do not simplify the graph by removing redundant edges. [default: False]

-| LABEL , --label LA- What attribute to use for labels. One of label ,xform, or id. For label, the transformationis
BEL used for jobs that have no node-label. [default: label]

-0FILE, --output FILE Write output to FILE [default: stdout]

-r XFORM , --remove Remove jobs from the workflow by transformation name

XFORM

-W WIDTH , --width Width of the digraph.

WIDTH

-H HEIGHT , --height Height of the digraph.

HEIGHT

-f, --files Include files. This option is only valid for DAX files. [default: false]
Author

Gideon Juve <gi deon@ si . edu>

Pegasus Team http://pegasus.isi.edu
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Name
pegasus-gridftp — Perform file and directory operations on remote GridFTP servers

Synopsis
pegasus-gridftp Is[options] [URL.. ]

pegasus-gridftp mkdir [options] [URL.. ]
pegasus-gridftp rm [options] [URL...]

Description

pegasus-gridftp isaclient for Globus GridFTP servers. It enables remote operations on files and directories via the
GridFTP protocol. This tool was created to enable more efficient remote directory creation and file cleanup tasks in

Pegasus.
Options
Global Options
-v Turn on verbose output. Verbosity can be increased by specifying multiple -v arguments.
-i FILE Read alist of URLsto operate on from FILE.
rm Options
-f If the URL does not exist, then ignore the error.
-r Recursively delete files and directories.
Is Options

-a List files beginning witha".".

-l Create along-format listing with file size, creation date, type, permissions, etc.

mkdir Options

-p Create intermediate directories as necessary.
-f Ignore error if directory already exists
Subcommands
pegasus-gridftp has several subcommands to implement different operations.
Is The Is subcommand lists the details of afile, or the contents of a directory on the remote server.
mkdir The mkdir subcommand creates one or more directories on the remote server.
rm The rm subcommand deletes one or more files and directories from the remote server.

URL Format

All URLSs supplied to pegasus-gridftp should begin with "gsiftp://".

Configuration

pegasus-gridftp usesthe CoG JGlobus API to communicate with remote GridFTP servers. Refer to the CoG JGlobus
documentation for information about configuring the API, such as how to specify the user’s proxy, etc.
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Return Value

pegasus-gridftp returns a zero exist status if the operation is successful. A non-zero exit status is returned in case
of failure.

Author

Gideon Juve <gi deon@ si . edu>

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-halt — stops a workflow gracefully, current jobs will finish

Synopsis
pegasus-halt [rundir]
Description
pegasus-halt stops a workflow gracefully by allowing the jobs aready running to finish on their own. No new jobs

will be submitted. Once all jobs have finished, the workflow will stop. A stopped workflow can be restarted with the
pegasus-run command.

Another way to remove a workflow is with the pegasus-remove command. The difference is that pegasus-remove
will stop running jobs.

Options

rundir The run directory of the workflow you want to stop

Authors

Pegasus Team http://pegasus.isi.edu
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Name
pegasus-init — create a new workflow configuration
Synopsis
pegasus-init WORKFLOW_DIR
Description
pegasus-init creates a new workflow configuration based by asking the user a series of questions. Based on the
responsesto these questions, pegasus-init generatesaworkflow configurationincludingaDAX generator, site catal og,
propertiesfile, and other artifacts that can be edited to meet the user’s needs.
Options
WORK - The directory where you want to create the new workflow configuration.
FLOW_DIR
Authors

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-integrity — Generates and verifies data integrity with checksums
Synopsis
pegasus-integrity [-h]
[--gener ate-sha256 fil €]

[--verify file]
[--debug]

Description

pegasus-integrity either generates a file checksum (usually called from pegasus-kickstart) or verifies a checksum
for afile using metadata in the current working directory.

Note that pegasus-integrity isatool mostly used internally in Pegasus workflows, but the tool can be used stand alone
aswell.

Options
-h, --help Prints a usage summary with all the available command-line options.
--gener ate-sha256 file Generates a sha256 checksum for afile.
--verify file Verifies afile checksum as compared to what is provided in metadata.

-d, --debug Enables debugging output.

Author

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-invoke — invokes a command from afile

Synopsis

pegasus-invoke (app | @fn ) [arg|*@fn [..]]

Description

The pegasus-invoke tool invokes a single application with as many arguments as your Unix permits (128k characters
for Linux). Arguments are come from two places, either the command-line as regular arguments, or from a special

file, whi

ch contains one argument per line.

The pegasus-invoke tool became necessary to work around the 4k argument length limit in Condor. It aso permits
to use argumentsinside argument files without worry about shell, Condor or Globus escape necessities. All argument
file contents are passed asiis, one line per argument entry.

Arguments

Return Val

This option increases the debug level. Currently, only debugging or no debugging is distinguished. Debug
message are generated on stdout . By default, debugging is disabled.

This option prints the help message and exits the program.

This option stops any option processing. It may only be necessary, if the application is stated on the com-
mand-line, and starts with a hyphen itself.The first argument must either be the application to run as ful-
ly-specified location (either absolute, or relative to current wd), or afile containing one argument per line.
The PATH environment variables is not used to locate an application. Subsequent arguments may either be
specified explicitely on the commandline. Any argument that startswith an at (@) signistakentointroduce a
filename, which contains one argument per line. The textual file may contain long arguments and filenames.
However, Unices still impose limits on the maximum length of a directory name, and the maximum length
of afile name. These lengths are not checked, because pegasus-invoke is oblivious of the application (e.g.
what argument is a filename, and what argument is a mere string resembling a filename).

ue

The pegasus-invoke tool returns 127, if it was unable to find the application. It returns 126, if there was a problem
parsing the file. All other exit status, including 126 and 127, come from the application.

See Also

pegasus-kickstart(1)

Example

$ echo
$ echo

"/bin/date" > X
"-lsec" >> X

$ pegasus-invoke @

2005-11

-03T15: 07: 01- 0600

Recursionisalso possible. Please mind not to use circular inclusions. Also note how duplicating theinitial at (@) sign
will escape its meaning as inclusion symbol.

$ cat test.3

This is

test 3

$ cat test.2
/ bi n/ echo

@est.3

@est.3

331



Command Line Tools

$ pegasus-invoke @est.2
This is test 3 @est.3

Restrictions

While the arguments themsel ves may contain files with argumentsto parse, starting with an at (@) sign as before, the
maximum recursion limit is 32 levels of inclusions. It is not possible (yet) to use stdin as source of inclusion.

History

Asyou may have noticed, pegasus-invoke had the name invoke in previous incantations. We are slowly moving to
the new name to avoid clashes in alarger OS installation setting. However, there is no pertinent need to change the
internal name, too, as no name clashes are expected.

Authors
Mike Wilde <wilde at mcs dot anl dot gov>
Jens-S. Vockler <voeckler at isi dot edu>

Pegasus http://pegasus.isi.edu/

332



Command Line Tools

Name

pegasus-keg — kanonical executable for grids
Synopsis

pegasus-keg [-aappname] [-t interva |-T interval] [- logname]
[-Pprefix] [-ofn[..]] [-i fn[..]] [-G sz [..]] [-m memory]
[-C] [-eenv [..]] [-p parm [..]] [-u data_unit]

Description

The kanonical executable is a stand-in for regular binariesin a DAG - but not for their arguments. It allows to trace
the shape of the execution of aDAG, and thusis an aid to debugging DAG related issues.

Key feature of pegasus-keg isthat it can copy any number of input files, including the generator case, to any number
of output files, including the datasink case. In addition, it protocols the |Pv4 and hostname of the host it ran upon, the
current timestamp, and the run time from start til the point of logging the information, the current working directory
and some information on the system environment. pegasus-keg will also report all input files, the current output files
and any requested string and environment value.

The workflow of the Keg tool isasfollows: - if -m - allocate a memory buffer of the specified amount - if -i - read al
input files into the memory buffer - if -0 - write either the input files content (or a generated content if -G) to output
files - if -T - generate CPU load for the specified time period decreased by the time period spent on 10 stuff; if the
10 stuff time period exceeds the time period specified here the program exits with code status 3 - if -t - wait/sleep
for the specified time period decreased by time periods spent on 10 stuff (and CPU load generating if any); if the
time period spent on previous activities exceeds the amount specified here the program exits with code status 3 - if
- - write info to the specified log file.

Arguments

The -g, -i, -0, -p and -G arguments allow lists with arbitrary number of arguments. These options may also occur
repeatedly on the command line. The file options may be provided with the specia filename - to indicate stdout in
append mode for writing, or stdin for reading. The -a, -I , -P, -T and -t arguments should only occur a single time
with a single argument.

If pegasus-keg is called without any arguments, it will display its usage and exit with success.

-aappname This option allows pegasus-keg to display adifferent name asits applications. Thismode
of operation is useful in make-believe mode. The default is the basename of argv[ 0] .

-eenv [.] This option names any number of environment variables, whose value should be reported
as part of the data dump. By default, no environment variables are reported.

-iinfile[..] The pegasus-keg binary can work on any number of input files. For each output file,
every input file will be opened, and its content copied to the output file. Textual input
files are assumed. Each input line is indented by two spaces. The input file content is
bracketed between an start and end section, see below. By default, pegasus-keg operates
in generator mode.

-l logfile Thelodfileisthe name of afileto append atomically the self-info, see below. The atomic
write guarantees that the multi-line information will not interleave with other processes
that simultaneoudly write to the same file. The default is not to use any log file.

-ooutfile[..] The pegasus-keg can work on any number of output files. For each output file, every
input file will be opened, and its content copied to the output file. Textual input files are
assumed. Each input line is indented by two spaces. The input file content is bracketed
between an start and end section, see 2nd example. After al input files are copied, the data
dump from this instance of pegasus-keg is appended to the output file. Without output
files, pegasus-keg operatesin data sink mode. Accept also <filename>=<filesize><da-
ta_unit> form, where <data_unit> is a character supported by the -u switch.
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-Gsizel.] If you want pegasus-keg to generate alot of output, the generator option will do that for
you. Just specify how much, in bytes (but you can change it with -u switch), you want.
Y ou can specify morethan 1 value hereif you specify morethan 1 output file. Subsequent
values specified here will correspond to sizes of subsequent output files. This option is
off by default.

-u data_unit By default, the output data generator (the -G switch) generates the specified amount of
datain Bytes. Y ou can alter this behavior with this switch. It accepts one of the following
characters as data_unit value: B for Bytes, K for KiloBytes, M for MegaBytes, and G for
GigaBytes.

-C This option causes pegasus-keg to list all environment variables that start with the prefix
\_CONDOR The option is useful, if .B pegasus-keg isrun as (part of) a Condor job. This
option is off by default.

-p string [..] Any number of parameters can be reported, without being specific on their content. Ef-
fectively, these strings are copied straight from the command line. By default, no extra
arguments are shown.

-P prefix Each line from every input file is indented with a prefix string to visually emphasize the

provenance of an input files through multiple instances of pegasus-keg. By default, two
spaces are used as prefix string.

-t interval The interval is an amount of sleep time that the pegasus-keg executable is to sleep in
seconds. This can be used to emulate light work without straining the pool resources. If
used together with the -T spin option, the sleep interval comes before the spin interval.
The default is no sleep time.

-T interval Theinterval is an amount of busy spin time that the pegasus-keg executable is to simu-
late intense computation in seconds. The simulation is done by random julia set calcula-
tions. This option can be used to emulate an intense work to strain pool resources. If used
together with the -t sleep option, the sleep interval comes before the spin interval. The
default is no spin time.

-m memory The amount of memory ([MB]) the Keg process should use. This option can be used to
emulated application’s memory requirements. The default is not to allocate anything.

Return Value

Execution as planned will return 0. The failure to open an input file will return 1, the failure to open an output file,
including the log file, will return with exit code 2. If the time spent on 10 exceeds the specified time CPU load period
with -T or the time spent on 10 and CPU load exceeds the specified wall time with -T the return code will be 3.

Example

The example shows the bracketing of an input file, and the copy produced on the output file. For illustration purposes,
the output file is connected to stdout :

$ date > xx

$ pegasus-keg -i xx -pabc -0 -
- start xx ----
Thu May 5 10:55:45 PDT 2011
- final xx ----

Ti mest anp Today: 20110505T105552.910-07: 00 (1304618152. 910; 0. 000)

Appl i cati onnane: pegasus-keg [3661M @ 128.9. xxx.xxXx (XxxX.i si.edu)

Current Workdir: /opt/pegasus/default/bin/pegasus-keg

Syst emenvi ronm : x86_64-Linux 2.6.18-238.9.1.el5

Processor Info.: 4 x Intel (R} Core(TM i5 CPU 750 @2.67GHz @2660.068
Load Averages : 0.298 0.135 0.104

Menory Usage MB: 11970 total, 8089 free, 0 shared, 695 buffered

Swap Usage MB: 12299 total, 12299 free

Fil esystem Info: / ext3 62GB total, 20GB avai l
FilesystemInfo: /Ifs/balefire ext4 1694GB total, 1485GB avail
Fi |l esystem I nfo: /boot ext 2 493MB total, 447MB avai |
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Qut put Fil ename: -
I nput Fil enanes: xx
QG her Argunents: a b c

Restrictions

Theinput file must be textua files. The behaviour with binary filesis unspecified.

The host address is determined from the primary interface. If there is no active interface besides loopback, the host
address will default to 0.0.0.0. If the host address is within avirtual private network address range, only (VPN) will
be displayed as hostname, and no reverse address lookup will be attempted.

The processor info lineis only available on Linux systems. The line will be missing on other operating systems. Its
information is assuming symmetrical multi processing, reflecting the CPU name and speed of the last CPU available
in /dev/cpuinfo .

Thereis alimit of 4 * page size to the output buffer of things that .B pegasus-keg can report in its self-info dump.
Thereis no such restriction on the input to output file copy.

Authors

Jens-S. Vockler <voeckler at isi dot edu>
Mike Wilde
Yong Zhao

Pegasus - http://pegasus.isi.edu/
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Name

pegasus-kickstart — remote job wrapper
Synopsis

pegasus-kickstart [-n tr] [-N dv] [-H] [-R site] [-W | -w dir]

[-L Ibl -T iso] [-sp | @fn] [-Sp | @fn] [-i ]

[-ofn] [-efn] [-X] [-| fnsZ] [-F] (-1 fn | app [appflags])
pegasus-kickstart -V

Description

pegasus-kickstart is awrapper program which manages and monitors the execution of jobs on remote resources.

Sitting in between the remote scheduler and the application process, it is possible for pegasus-kickstart to gather
additional information about the process' run-time behavior and resource usage, including the exit status of jobs. This
information isimportant for Pegasus invocation tracking as well as detecting Globus GRAM job failures.

pegasus-kickstart allows the optional execution of jobs before and after the main application job that run in chained
execution with the main application job. See section SUBJOBS for details about this feature.

It also alows stdin, stdout, and stderr to be redirected from/to specific files.

All jobs with relative path specifications to the application are part of search relative to the current working directory
(yes, thisisunsafe), and by prepending each component from the PATH environment variable. The first match is used.
Jobs that use absolute pathnames, starting in a slash, are exempt. Using an absolute path to your executable is the
safe and recommended option.

pegasus-kickstart rewrites the command line of any job (pre, post and main) with variable substitutions from Unix
environment variables. See section VARIABLE REWRITING below for details on this feature.

Options

-ntr In order to associate the minimal performance information of the job with the invocation records,
the jobs needs to carry which transformation was responsible for producing it. The format is the
textual notation for fully-qualified definition names, like namespace::name:version, with only the
name portion being mandatory.

Thereis no default. If no valueis given, "null" will be reported.

-N dv The jobs may carry which instantiation of a transformation was responsible for producing it. The
format is the textual notation for fully-qualified definition names, like namespace::name:version,
with only the name portion being mandatory.

Thereis no default. If no valueis given, "null" will be reported.

-H This option avoids pegasus-kickstart writing the XML preamble (entity), if you need to combine
multiple pegasus-kickstart records into one document.

Additionaly, if specified, the environment and the resource usage segments will not be written,
assuming that ain a concatenated record version, theinitial run will have captured those settings.

-R site In order to provide the greater picture, pegasus-kickstart can reflect the site handle (resource iden-
tifier) into its output.

Thereis no default. If no valueis given, the attribute will not be generated.

-L Ibl, -Tiso  These optional arguments denote the workflow label (from DAX) and the workflow’s last modifi-
cation time (from DAX). The label Ibl can be any sensible string of up to 32 characters, but should
use C identifier characters. The timestamp iso must be an SO 8601 compliant time-stamp.
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_S|:p

-sfn

-i fn

-ofn

-efn

If stat information on any file is required before any jobs were started, logical to physical file map-
pingsto stat can be passed using the -S option. The LFN and PFN are concatenated by an equals (=)
sign. TheLFN isoptional: If no equalssign isfound, the argument istaken as sole PFN specification
without LFN.

This option may be specified multiple times. To reduce and overcome command line length limits,
if the argument is prefixed with an at (@) sign, the argument is taken to be a textual file of LFN to
PFN mappings. The optionality mentioned above applies. Each line inside the file argument is the
name of afileto stat. Comments (#) and empty lines are permitted.

Each PFN will incur a statcall record (element) with attribute id set to value initial. The optional Ifn
attribute is set to the LFN stat’ ed. The filenameis part of the statinfo record inside.

Thereisno default.

If stat information on any fileisrequired after all jobshavefinished, logical to physical file mappings
to stat can be passed using the -s option. The LFN and PFN are concatenated by an equals (=) sign.
The LFN is optiona: If no equals sign is found, the argument is taken as sole PFN specification
without LFN.

This option may be specified multiple times. To reduce and overcome commandline length limits,
if the argument is prefixed with an at (@) sign, the argument is taken to be a textua file of LFN to
PFN mappings. The optionality mentioned above applies. Each line inside the file argument is the
name of afileto stat. Comments (#) and empty lines are permitted.

Each PFN will incur a statcall record (element) with attribute id set to value final. The optional Ifn
attribute is set to the LFN stat’ ed. The filenameis part of the statinfo record inside.

Thereisno default.

This option allows pegasus-kickstart to re-connect the stdin of the application that it starts. Use a
single hyphen to share stdin with the one provided to pegasus-kickstart.

The default is to connect stdin to /dev/null.

This option allows pegasus-kickstart to re-connect the stdout of the application that it starts. The
mode is used whenever an application produces meaningful results on its stdout that need to be
tracked by Pegasus. The real stdout of Globus jobs is staged via GASS (GT2) or RFT (GT4). The
real stdout is used to propagate the invocation record back to the submit site. Use the single hyphen
to share the application’s stdout with the one that is provided to pegasus-kickstart. In that case,
the output from pegasus-kickstart will interleave with application output. For this reason, such a
mode is not recommended.

In order to provide an un-captured stdout as part of theresults, it isthe default to connect the stdout of
the application to atemporary file. The content of this temporary file will be transferred as payload
datainthe pegasus-kickstart results. The content sizeis subject to payload limits, seethe -B option.
If the content grows large, only the last portion will become part of the payload. If the temporary
file grows too large, it may flood the worker node's temporary space. The temporary file will be
deleted after pegasus-kickstart finishes.

If thefilename is prefixed with an exclamation point, thefile will be opened in append mode instead
of overwrite mode. Note that you may need to escape the exclamation point from the shell.

The default isto connect stdout to atemporary file.

This option allows pegasus-kickstart to re-connect the stderr of the application that it starts. This
option is used whenever an application produces meaningful results on stderr that needs tracking
by Pegasus. The real stderr of Globus jobs is staged via GASS (GT2) or RFT (GT4). It isused to
propagate abnormal behavior from both, pegasus-kickstart and the application that it starts, though
its main use isto propagate application dependent data and heartbeats. Use a single hyphen to share
stderr with the stderr that is provided to pegasus-kickstart. This is the backward compatible be-
havior.
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- logfn

-w dir

-W dir

-X

-l fn

In order to provide an un-captured stderr as part of the results, by default the stderr of the application
will be connected to atemporary file. Its content istransferred as payload data in the pegasus-kick-
start results. If too large, only the last portion will become part of the payload. If the temporary file
growstoo large, it may flood the worker node’ stemporary space. The temporary file will be deleted
after pegasus-kickstart finishes.

If the filename is prefixed with an exclamation point, the file will be opened in append mode instead
of overwrite mode. Note that you may need to escape the exclamation point from the shell.

The default isto connect stderr to atemporary file.

alows to append the performance data to the specified file. Thus, multiple XML documents may
end up in the samefile, including their XML preamble. stdout is normally used to stream back the
results. Usually, this is a GASS-staged stream. Use a single hyphen to generate the output on the
stdout that was provided to pegasus-kickstart, the default behavior.

Default is to append the invocation record onto the provided stdout.

permits the explicit setting of a new working directory once pegasus-kickstart is started. This is
useful in a remote scheduling environment, when the chosen working directory is not visible on
the job submitting host. If the directory does not exist, pegasus-kickstart will fail. This option is
mutually exclusive with the -W dir option.

Default is to use the working directory that the application was started in. Thisis usually set up by
aremote scheduling environment.

permitsthe explicit creation and setting of anew working directory once pegasus-kickstart is started.
Thisisuseful in aremote scheduling environment, when the chosen working directory isnot visible
on the job submitting host. If the directory does not exist, pegasus-kickstart will attempt to create
it, and then change into it. Both, creation and directory change may still fail. This option is mutually
exclusive with the -w dir option.

Default is to use the working directory that the application was started in. Thisis usually set up by
aremote scheduling environment.

make an application executable, no matter what. It isawork-around code for aweskness of globus-
ur l-copy which does not copy the permissions of the sourceto the destination. Thus, if an executable
is staged-in using GridFTP, it will have the wrong permissions. Specifying the -X flag will attempt
to change the mode to include the necessary x (and r) bits to make the application executable.

Default isnot to change the mode of the application. Note that thisfeature can be misused by hackers,
asit isattempted to call chmod on whatever path is specified.

Changes the amount of stdout and stderr datato include in the output. The last sz bytes of the stdout
and stderr of the process will be copied into kickstart’s output. All other datawill be discarded. The
special value all can be used to capture al the stdout/stderr of the process. The default is 256K B.

This flag will issue an explicit fsync() call on kickstart's own stdout file. Typically you won't need
this flag. Albeit, certain shared file system situations may improve when adding a flush after the
written invocation record.

The default isto just use kickstart’s NFS aleviation strategy by locking and unlocking stdout.

Inthismode, the application name and any argumentsto the application are specified inside of filefn.
The file contains one argument per line. Escaping from Globus, Condor and shell meta charactersis
not required. Thismode permitsto use the maximum possible command linelength of the underlying
operating system, e.g. 128k for Linux. Using the -1 mode stops any further command line processing
of pegasus-kickstart command lines.

Default is to use the app flags mode, where the application is specified explicitly on the com-
mand-line.
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-f This flag causes kickstart to output full information, including the environment and resource limits
under which the job ran, and any useful auxilliary statcalls. If the job fails, then -f isimplied.

kS Thisflag causeskickstart to send thejob aSIGTERM if itisstill running after S seconds. The default
value is 0, which disables the timeout.

-K'S Thisflag causes kickstart to send the job a SIGKILL if it is till running S seconds after recieving a
SIGTERM sent as aresult of the -k flag. The default value is 5. If -k is not set, or is set to O, then
thisflag isignored.

-t Thisflag causeskickstart to use ptrace() to collect resource usageinfo for the process by intercepting
the process start and stop events. This flag only exists when kickstart is compiled for Linux.

-Z This flag causes kickstart to use ptrace() to intercept system calls and report alist of files accessed
and /O performed. Thisflag only exists when kickstart is compiled for Linux.

-Z This flag causes kickstart to use LD_PRELOAD to intercept library calls and report a list of files
accessed and 1/0 performed. This flag only exists when kickstart is compiled for Linux. There are
several environment variables documented below that control what file accesses are traced.

-q This flag causes kickstart to omit the <data> part of the <statcall> records when the job exits suc-
cessfully. Thisis designed to reduce the size of the output logs for large workflows.

-C This flag causes kickstart to output <data> from stdout and stderr as a CDATA section instead of
quoting it.

app The path to the application has to be completely specified. The application is a mandatory option.

appflags Application may or may not have additional flags.

Return Value

pegasus-kickstart will return the return value of the main job. In addition, the error code 127 signals that the call
to exec failed, and 126 that reconnecting the stdio failed. A job failing with the same exit codes is indistinguishable
from pegasus-kickstart failures.

See Also

pegasus-plan(1), condor_submit_dag(1), condor_submit(1), getrusage(3c).

Subjobs

Subjobs are a new feature and may have afew wrinkles |eft.

In order to alow specific setups and assertion checks for compute nodes, pegasus-kickstart allows the optional
execution of aprejob. Thisprejob isanything that the remote compute node is capable of executing. For modern Unix
systems, thisincludes#! scriptsinterpreter invocations, as long as the x bits on the executed file are set. The main job
isrun if and only if the prejob returned regularly with an exit code of zero.

With similar restrictions, the optional execution of a postjob is chained to the success of the main job. The postjob
will be run, if the main job terminated normally with an exit code of zero.

In addition, auser may specify a setup and acleanup job. The setup job sets up the remote execution environment. The
cleanup job may tear down and clean-up after any job ran. Failure to run the setup job has no impact on subsequent
jobs. The cleanup is ajob that will even be attempted to run for all failed jobs. No job information is passed. If you
need to invoke multiple setup or clean-up jobs, bundle them into a script, and invoke the clean-up script. Failure of the
clean-up job is not meant to affect the progress of the remote workflow (DAGMan). This may change in the future.

The setup-, pre-, and post- and cleanup-job run on the same compute node as the main job to execute. However, since
they run in separate processes as children of pegasus-kickstart, they are unable to influence each others nor the main
jobs environment settings.
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All jobs and their arguments are subject to variable substitutions as explained in the next section.

To specify the prejob, insert the the application invocation and any optional commandline argument into the environ-
ment variable KICKSTART_PREJOB. If you areinvoking from ashell, you might want to use single quotes to protect
against the shell. If you are invoking from Globus, you can append the RSL string feature. From Condor, you can use
Condor’ s notion of environment settings. In Pegasus use the profile command to set generic scripts that will work on
multiple sites, or the transformation catal og to set environment variables in a pool-specific fashion. Please remember
that the execution of the main job is chained to the success of the prejob.

To set up the postjob, use the environment variable KICKSTART _POSTJOB to point to an application with potential
arguments to execute. The same restrictions as for the prejob apply. Please note that the execution of the post job is
chained to the main job.

To provide the independent setup job, use the environment variable KICKSTART_SETUP. The exit code of the setup
job has no influence on the remaining chain of jobs. To provide an independent cleanup job, use the environment
variable KICKSTART_CLEANUP to point to an application with possible arguments to execute. The samerestrictions
as for prejob and postjob apply. The cleanup is run regardless of the exit status of any other jobs.

Variable Rewriting

Variable substitution is a new feature and may have afew wrinkles |ft.

The variable substitution employs simple rules from the Bourne shell syntax. Simple quoting rules for backslashed
characters, double quotes and single quotes are obeyed. Thus, in order to passadollar sign to as argument to your job,
it must be escaped with a backslash from the variable rewriting.

For pre- and postjobs, double quotes allow the preservation of whitespace and the insertion of special characterslike\a
(alarm), \b (backspace), \n (newline), \r (carriage return), \t (horizontal tab), and \v (vertical tab). Octal modes are not
allowed. Variables are still substituted in double quotes. Single quotes inside double quotes have no special meaning.

Inside single quotes, no variables are expanded. The backslash only escapes a single quote or backslash.
Backticks are not supported.
Variables are only substituted once. Y ou cannot have variablesin variables. If you need this feature, please request it.

Outside quotes, arguments from the pre- and postjob are split on linear whitespace. The backslash makes the next
character verbatim.

Variablesthat are rewritten must start with adollar sign either outside quotes or inside double quotes. The dollar may
befollowed by avalididentifier. A valid identifier startswith aletter or the underscore. A valid identifier may contain
further letters, digits or underscores. The identifier is case sensitive.

The aternative use is to enclose the identifier inside curly braces. In this case, aimost any character is allowed for
the identifier, including whitespace. Thisis the only curly brace expansion. No other Bourne magic involving curly
bracesis supported.

One of the advantages of variable substitution is, for example, the ability to specify the application as SHOME/bin/
appl in the transformation catalog, and thus to gridstart. Aslong as your home directory on any compute node has a
bin directory that contains the application, the transformation catalog does not need to care about the true location of
the application path on each pool. Even better, an administrator may decide to move your home directory to adifferent
place. Aslong as the compute node is set up correctly, you don’t have to adjust any Pegasus data.

Mind that variable substitution is an expert feature, as some degree of tricky quoting isrequired to protect substitutable
variables and quotes from Globus, Condor and Pegasus in that order. Note that Condor uses the dollar sign for its
own variables.

Thevariable substitution assumptionsfor the main job differ slightly from the prejob and postjob for technical reasons.
The pre- and postjob command lines are passed as one string. However, the main jobs command line is already split
into pieces by the time it reaches pegasus-kickstart. Thus, any whitespace on the main job’s command line must be
preserved, and further argument splitting avoided.
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It is highly recommended to experiment on the Unix command line with the echo and env applications to obtain a
feeling for the different quoting mechanisms needed to achieve variable substitution.

Example

You can run the pegasus-kickstart executable locally to verify that it is functioning well. In the initial phase, the
format of the performance data may be slightly adjusted.

$ env Kl CKSTART_PREJOB='/ bi n/ usl eep 250000 \\

KI CKSTART_POSTJOB='/ bi n/date -u" \\

pegasus-kickstart -1 xx \\$PEGASUS_HOMWE/ bi n/ keg -T1 -o-
$ cat xx
<?xm version="1.0" encodi ng="1SO 8859- 1" ?>

</statcal | >
</invocation>

Please take note a few things in the above example:

The output from the postjob is appended to the output of the main job on stdout. The output could potentially be
separated into different data sections through different temporary files. If you truly need the separation, request that
feature.

The log file is reported with a size of zero, because the log file did indeed barely exist at the time the data structure
was (re-) initialized. With regular GASS output, it will report the status of the socket file descriptor, though.

Thefiledescriptorsreported for thetemporary filesare from the perspective of pegasus-kickstart. Sincethetemporary
files have the close-on-exec flag set, pegasus-kickstarts file descriptors are invisible to the job processes. Still, the
'stdio of the job processes are connected to the temporary files.

Even this output already appears large. The output may already be too large to guarantee that the append operation
on networked pipes (GASS, NFS) are atomically written.

The current format of the performance datais as follows:

Timeouts

Kickstart sets timeouts for the job based on the -k and -K flags. The -k flag sets the time kickstart will wait before
it sends the job a SIGTERM, and the -K flag sets the time kickstart will wait after delivering a SIGTERM until it
deliversaSIGKILL. The-K timeout is designed to give the job some time to write a checkpoint, which it can trigger
by handling the SIGTERM. If the job runs for longer than the timeout specified using -k, then then the job exits with
anon-zero exit status.

If the job has KICKSTART_SETUP, KICKSTART_PREJOB, or KICKSTART_POSTJOB, then their runtimes are
included in the timeout and they will be sent SIGTERM/SIGKILL in the same manner as the main job. If KICKS-
TART_CLEANUP is set, then it will run regardliess of whether processes from the other stages were signalled. If

KICKSTART_SETUP is specified, and it runs longer than the timeout, then it will be signalled, and the other stages
will be skipped.

Output Format

Refer to http://pegasus.isi.edu/wms/docs/schemas/iv-2.2/iv-2.2.html for an up-to-date description of elements and
their attributes. Check with http://pegasus.isi.edu/documentation for invocation schemaswith ahigher version number.

Restrictions
Thereisno version for the Condor standard universe. It is simply not possible within the constraints of Condor.
Dueto its very nature, pegasus-kickstart will also prove difficult to port outside the Unix environment.

Any of the pre-, main-, cleanup and postjob are unable to influence one another’ s visible environment.
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Do not use a Pegasus transformation with just the name null and no namespace nor version.

First Condor, and then Unix, place a limit on the length of the command line. The additional space required for the
gridstart invocation may silently overflow the maximum space, and cause applications to fail. If you suspect to work
with many argument, try an argument-file based approach.

A job failing with exit code 126 or 127 is indistinguishable from pegasus-kickstart failing with the same exit codes.
Sometimes, careful examination of the returned data can help.

If thelogfileiscollected into ashared file, dueto the size of the data, simultaneous appends on ashared filesystem from
different machines may still mangle data. Currently, file locking is not even attempted, although all data is written
atomically from the perspective of pegasus-kickstart.

The upper limit of characters of command line charactersis currently not checked by pegasus-kickstart. Thus, some
variable substitutions could potentially result in acommand line that is larger than permissible.

If the output or error file is opened in append mode, but the application decides to truncate its output file, asin the
above example by opening /dev/fd/1 inside keg, the resulting file will still be truncated. This is correct behavior, but
sometimes not obvious.

Files
/usr/shar e/pegasus/schema/ is the suggested location of the latest XML schema describing the data on the
iv-2.2.xd submit host.

Metadata

Kickstart creates afile to which the job should write metadata "key=value" pairs. The contents of the file are inserted
into the invocation record by Kickstart, and transferred with the job’s stdio. If the job is run under Pegasus, then
pegasus-monitord will parsethismetadataand mergeit with the metadatafor thejob in the Pegasus workflow database.
Kickstart uses the environment variable KICKSTART_METADATA to tell the job to which file it should write its
metadata.

Environment Variables

Note: Pegasus 4.6 deprecated the "GRIDSTART " prefix for environment variables and replaced it with "KICKS-
TART_". The"GRIDSTART " versions of the old variables should still work.

KICKSTART_TMP isthe hightest priority to look for atemporary directory, if specified. Thisrather
specia variable wasintroduced to overcome some peculiaritieswith the FNAL
cluster.

TMP isthe next hightest priority to look for atemporary directory, if specified.

TEMP is the next priority for an environment variable denoting a temporary files di-
rectory.

TMPDIR is next in the checklist. If none of these are found, either the stdio definition

P_tmpdir istaken, or the fixed string /tmp.

KICKSTART_SETUP contains a string that starts a job to be executed unconditionally before any
other jobs, see above for a detailed description.

KICKSTART_PREJOB contains a string that starts ajob to be executed before the main job, see above
for adetailed description.

KICKSTART_POSTJOB contains a string that starts a job to be executed conditionally after the main
job, see above for a detailed description.

KICKSTART_CLEANUP contains astring that starts ajob to be executed unconditionally after any of the
previous jobs, see above for adetailed description.
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KICKS the value of thisvariableis prepended to the PATH variable seen by Kickstart
TART_PREPEND_PATH and passed to the job. The modified PATH is also used to look up executables
for the main job and any pre/post/setup/cleanup jobs.

KICKSTART_WRAPPER the value of this variable is prepended to the job arguments. It can be used
to wrap the task with a wrapper or launcher. For example, you can set it to
"mpiexec -n 128" to run an MPI job, or you can set it to "tau_exec" to profile
the job with TAU.

KICKSTART_TRACE_ALL If this variable is set, then the -Z option will trace everything, including stdio and
directories. By default, stdio and directories are ignored.

KICKSTART_TRACE_CWD If thisvariable is set, then the -Z option will only trace files in the current working
directory of the process.

KICKS If this variable is set, then the -Z option will only trace files that match one of
TART_TRACE_MATCH the patterns specified. The vaue of this variable should be a list of fnmatch()
patterns separated by :.

KICKSTART_TRACE_IGNORE This is the inverse of KICKSTART_TRACE_MATCH. Any files matching
one of the patterns will beignored, and al other fileswill be traced.

KICKSTART_METADATA Kickstart passes this environment variable to the job. The value of the variable is the
path to the metadatafiletowhichthejob should writeits metadata. Seethe M ETADAT A section for moreinformation.

History

Asyou may have noticed, pegasus-kickstart had the namekickstart in previousincantations. We are slowly moving
to the new name to avoid clashesin alarger OSinstallation setting. However, there is no pertinent need to change the
internal name, too, as ho hame clashes are expected.

Authors

Michael Milligan <nbmi | | i g@ichi cago. edu>
MikeWilde<wi | de@rts. anl . gov>

Yong Zhao <yongzh@s. uchi cago. edu>
Jens-S. Vockler <voeckl er @ si . edu>

Gideon Juve <gi deon@ si . edu>

Pegasus Team http://pegasus.isi.edu/
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Name
pegasus-metadata— Query metadata collected for Pegasus workflows

Synopsis

pegasus-metadata COMMAND [options] <SUBMIT_DIR>

Description
pegasus-metadata is a tool to query metadata collected for a workflow. The tools can query workflow, task, and
file metadata.
Commands
wor kflow Query metadata for aworkflow
task Query metadata for a workflow task
file Query metadata for files

Global Options

-v, --verbose  Increase logging verbosity

-h, --help Prints a usage summary with all the available command-line options.

Workflow Options

-r, --recursive Query workflow metadata for the entire workflow; including sub-workflows

Task Options

-i ABS TAK_ID, --task-id Specifies the absolute task id whose metadata should be queried.
ABS TASK_ID

File Options

-, -list Queries metadata for all files
-n FILE_NAME, --file-name Specifies name of the file whose metadata should be queried.
FILE_NAME
-t, --trace Queriesmetadatafor thefile, thetask that generated thefile, the workflow which
contains the task, and the root workflow which contains the task.
Examples

# Query netadata for a workflow
$ pegasus-net adata wor kfl ow /path/to/submt-dir

# Query netadata for all workflows i.e. including sub-workflows
$ pegasus-netadata workflow --recursive /path/to/submt-dir

# Query task netadata for a given task
$ pegasus-netadata task --task-id |1 D0000001 /path/to/submt-dir

# Query netadata for all files
$ pegasus-netadata file --list /path/to/submt-dir

# Query netadata for a given file
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$ pegasus-netadata file --file-name f.a /path/to/submit-dir

# Trace entire netadata for a given file
$ pegasus-netadata file --file-name f.a --trace /path/to/submit-dir

Authors

Pegasus Team http://pegasus.isi.edu
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pegasus-monitord — tracks a workflow progress, mining information

Synopsis

pegasus-monitord [--help|-help] [--verbosel-v]
-adjust]-a i] [--condor-daemon|-N]
-jobl-j jobstate.log fil€]
-conf propertiesfile]
no-recursive] [--no-database | --no-events)
-replay|-r] [--no-notifications]

-notifications-timeout timeout]

-sim|-s millisleep] [--db-stats]

-skip-stdout] [--for cel-f]

-output-dir | -o dir]
--dest|-d PATH or URL] [--encoding]|-e bp | bson]
DAGMan output file

Description

[-
[-
[-
-
[--notifications-max max_noatifications]
[-
[-
[-
[-
[

This program follows a workflow, parsing the output of DAGMAN’s dagman.out file. In addition to generating the
jobstate.log file, pegasus-monitor d can also be used mineinformation from theworkflow dag file and jobs' submit and
output files, and either populate a database or write a NetLogger eventsfile with that information. pegasus-monitord
can also perform notifications when tracking aworkflow’ s progressin real-time.

Options

-h, --help
-v, --verbose
-ai, --adjusti

-N, --condor-daemon

-j jobstate.log file, --job job-
state.log file

--conf properties file

Prints a usage summary with all the available command-line options.

Sets the log level for pegasus-monitord. If omitted, the default level will be
set to WARNING. When this option is given, thelog level is changed to INFO.
If this option is repeated, the log level will be changed to DEBUG.

Thelog level in pegasus-monitord can also be adjusted interactively, by send-
ing the USR1 and USR2 signals to the process, respectively for incrementing
and decrementing the log level.

For adjusting time zone differences by i seconds, default is 0.

Condor daemon mode. Thisis used when monitord isinvoked by pegasus-dag-
man. It just causes monitord to create a new process group.

Alternative location for the jobstatelog file. The default is to write a job-
state.log in the workflow directory. An absolute file name should only be used
if the workflow does not have any sub-workflows, as each sub-workflow will
generate its own jobstate.log file. If an alternative, non-absolute, filename is
given with this option, pegasus-monitord will create one file in each work-
flow (and sub-workflow) directory with the filename provided by the user with
this option. If an absolute filename is provided and sub-workflows are found,
awarning message will be printed and pegasus-monitord will not track any
sub-workflows.

is an dternative file containing propertiesin the key=value format, and allows
usersto override values read from the braindump.txt file. This option has prece-
dence over the properties file specified in the braindump.txt file. Please note
that these properties will apply not only to the main workflow, but also to al
sub-workflows found.
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--no-recursive
--nodatabase, --no-database, --

no-events

-r, --replay

--no-natifications

--notifications-max max_notifica-
tions

--notifications-timeout timeout

-smillisleep, --sim millisleep

--db-stats

--skip-stdout

-f, --force

-odir, --ouput-dir dir

-d URL params, --dest URL
params

This options disables pegasus-monitord to automatically follow any sub-
workflows that are found.

Turns off generating events (when this option is given, pegasus-monitord will
only generate the jobstate.log file). The default isto automatically log informa-
tion to a SQL.ite database (see the --dest option below for more details). This
option overrides any parameter given by the --dest option.

This option is used to replay the output of an aready finished workflow. It
should only be used after the workflow isfinished (not necessarily successful-
ly). If ajobstatelog file is found, it will be rotated. However, when using a
database, al previous references to that workflow (and all its sub-workflows)
will be erased from it. When outputing to a bp file, the file will be deleted.
When running in replay mode, pegasus-monitord will always run with the --
no-daemon option, and any errorswill be output directly to the terminal. Also,
pegasus-monitord will not process any notifications while in replay mode.

This options disables notifications completely, making pegasus-monitord ig-
nore all the .natify files for all workflows it tracks.

This option sets the maximum number of concurrent notifications that pega-
sus-monitord will start. When the max_notifications limit is reached, pega-
sus-monitor d will queue notifications and wait for apending notification script
to finish before starting anew one. If max_notificationsis set to 0, notifications
will be disabled.

Normally, pegasus-monitord will start a notification script and wait indefi-
nitely for it to finish. Thisoption alows usersto set up amaximum timeout that
pegasus-monitord will wait for a notification script to finish before terminat-
ing it. If notification scripts do not finish in areasonable amount of time, it can
cause other notification scripts to be queued due to the maximum number of
concurrent scripts allowed by pegasus-monitord. Additionaly, until all noti-
fication scripts finish, pegasus-monitord will not terminate.

This option simulates delays between reads, by sleeping millisleep millisec-
onds. This option is mainly used by developers.

This option causes the database module to collect and print database statistics
at the end of the execution. It hasno effect if the--no-database option isgiven.

This option causes pegasus-monitord not to populate jobs' stdout and stderr
into the BP file or the Stampede database. It should be used to avoid increasing
the database size substantially in cases where jobs are very verbose in their
output.

This option causes pegasus-monitord to skip checking for another instance of
itself aready running on the same workflow directory. The default behavior
prevents two or more pegasus-monitord instances from starting and running
simultaneously (which would cause the bp file and database to be left in an un-
stable state). This option should noly be used when the user knows the previous
instance of pegasus-monitord isNOT running anymore.

When this option is given, pegasus-monitord will create al its output filesin
the directory specified by dir. Thisoption is useful for allowing a user to debug
aworkflow in adirectory the user does not have write permissions. In thiscase,
al files generated by pegasus-monitord will have the workflow wf_uuid as
a prefix so that files from multiple sub-workflows can be placed in the same
directory. This option is mainly used by pegasus-analyzer. It is important to
note that the location for the output BP file or database is not changed by this
option and should be set via the --dest option.

This option allows users to specify the destination for the log events generated
by pegasus-monitord. If this option is omitted, pegasus-monitord will cre-
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ate a SQL ite database in the workflow’s run directory with the same name as
the workflow, but with a .stampede.db prefix. For an empty scheme, params
are afile path with - meaning standard output. For a x-tcp scheme, params are
TCP_host[ : port=14380] . For a database scheme, params are a SQLAIchemy
engine URL with a database connection string that can be used to specify dif-
ferent database engines. Please see the examples section below for more infor-
mation on how to use this option. Note that when using a database engine other
than sglite, the necessary Python database drivers will need to be installed.

-eencoding , --encoding encoding  This option specifies how to encode log events. The two available possibilities
are bp and bson. If this option is not specified, events will be generated in the
bp format.

DAGMan_output_file The DAGMan_output_file is the only requires command-line argument in pe-
gasus-monitord and must have the .dag.dagman.out extension.

Return Value

If the plan could be constructed, pegasus-monitor d returnswith an exit code of 0. However, in case of error, anon-zero
exit code indicates problems. In that case, the logfile should contain additional information about the error condition.

Environment Variables

pegasus-monitord does not require that any environmental variables be set. It locates its required Python modules
based on its own location, and therefore should not be moved outside of Pegasus bin directory.

Examples

Usually, pegasus-monitord is invoked automatically by pegasus-run and tracks the workflow progressin real-time,
producing the jobstate.log file and a corresponding SQL ite database. When a workflow fails, and is re-submitted
with a rescue DAG, pegasus-monitord will automatically pick up from where it left previously and continue the
jobstate.log file and the database.

If users need to create the jobstate.log file after aworkflow is already finished, the --replay | -r option should be used
when running pegasus-monitord manually. For example:

$ pegasus_nonitord -r di anond- 0. dag. dagnan. out

will launch pegasus-monitord in replay mode. In this case, if ajobstate.log file aready exists, it will be rotated and
anew filewill be created. If adiamond-0.stampede.db SQL ite database already exists, pegasus-monitord will purge
all referencesto the workflow id specified in the braindump.txt file, including all sub-workflows associated with that
workflow id.

$ pegasus_nonitord -r --no-database di anond- 0. dag. dagman. out

will do the same thing, but without generating any log events.

$ pegasus_nonitord -r --dest “pwd /dianond-0. bp di anond- 0. dag. dagman. out

will create the file diamond-0.bp in the current directory, containing NetLogger events with all the workflow data.
Thisisin addition to the jobstate.log file.

For using a database, users should provide a database connection string in the format of:
di al ect://usernane: passwor d@ost : port/ dat abase

Where dialect is the name of the underlying driver (mysql, sqlite, oracle, postgres) and database is the name of the
database running on the server at the host computer.

If users want to use a different SQLite database, pegasus-monitor d requires them to specify the absolute path of the
aternate file. For example:

$ pegasus_nonitord -r --dest sqlite:////hone/user/di anond_dat abase. db di anond- 0. dag. dagman. out
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Here are docs with details for al of the supported drivers: http://www.sglal chemy.org/docs/O5/reference/dial ects/in-
dex.html

Additional per-database options that work into the connection strings are outlined there.

It is important to note that one will need to have the appropriate db interface library installed. Which is to say,
VLAIchemy isawrapper around the mysql interface library (for instance), it does not provide a MySQL driver itself.
The Pegasus distribution includes both SQL Alchemy and the SQL ite Python driver.

Asafinal note, it isimportant to mention that unlike when using SQLite databases, using SQL Alchemy with other
database servers, e.g. MySQL or Postgres, the target database needs to exist. So, if a user wanted to connect to:

nysql : // pegasus- user : super secr et @ ocal host : | ocal port/di anond

it would need to first connect to the server at localhost and issue the appropriate create database command before
running pegasus-monitord as SQL Alchemy will take care of creating the tables and indexes if they do not already
exist.

See Also

pegasus-run(1)
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Name
pegasus-mpi-cluster — Enables running DAGs (Directed Acyclic Graphs) on clusters using MPI.

Synopsis
pegasus-mpi-cluster [options] workflow.dag

Description

pegasus-mpi-cluster isatool used to run HTC (High Throughput Computing) scientific workflows on systems de-
signed for HPC (High Performance Computing). Many HPC systems have custom architecturesthat are optimized for
tightly-coupled, parallel applications. These systems commonly have exotic, low-latency networks that are designed
for passing short messages very quickly between compute nodes. Many of these networks are so highly optimized
that the compute nodes do not even support a TCP/IP stack. This makes it impossible to run HTC applications using
software that was designed for commodity clusters, such as Condor.

pegasus-mpi-cluster was developed to enable loosely-coupled HTC applications such as scientific workflows to
take advantage of HPC systems. In order to get around the network issues outlined above, pegasus-mpi-cluster uses
MPI (Message Passing Interface), acommonly used API for writing SPMD (Single Process, Multiple Data) parallel
applications. Most HPC systems have an MPI implementation that works on whatever exotic network architecture
the system uses.

An pegasus-mpi-cluster job consists of a single master process (this processis rank 0 in MPI parlance) and several
worker processes. The master process manages the workflow and assigns workflow tasks to workers for execution.
The workers execute the tasks and return the results to the master. Any output written to stdout or stderr by the tasks
is captured (see TASK STDIO).

pegasus-mpi-cluster applications are expressed as DAGs (Directed Acyclic Graphs) (see DAG FILES). Each node
in the graph represents atask, and the edges represent dependenci es between the tasks that constrain the order in which
the tasks are executed. Each task is a program and a set of parameters that need to be run (i.e. a command and some
optional arguments). The dependenciestypically represent dataflow dependenciesin the application, where the output
files produced by one task are needed as inputs for another.

If an error occurs while executing a DAG that causes the workflow to stop, it can be restarted using a rescue file,
which records the progress of the workflow (see RESCUE FILES). This enables pegasus-mpi-cluster to pick up
running the workflow where it stopped.

pegasus-mpi-cluster was designed to work either as a standalone tool or as a complement to the Pegasus Workflow
Managment System (WMS). For more information about using PMC with Pegasus see the section on PMC AND
PEGASUS.

pegasus-mpi-cluster alows applications expressed asa DAG to be executed in parallel on alarge number of compute
nodes. It is designed to be simple, lightweight and robust.

Options

-h, --help Print help message

-V, --version Print version information

-v, --verbose Increase logging verbosity. Adding multiple -v increases the level more. The
default log level isINFO. (see LOGGING)

-q, --quiet Decrease logging verbosity. Adding multiple -q decreases the level more. The
default log level isINFO. (see LOGGING)

-s, --skip-rescue Ignoretherescuefilefor workflow.dagif it exists. Note that pegasus-mpi-clus-
ter will till create a new rescue file for the current run. The default behavior
isto usetherescuefileif oneisfound. (see RESCUE FILES)

-0 path, --stdout path Path to file for task stdout. (see TASK STDIO and --per-task-stdio)
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-epath, --stderr path

-m M, --max-failuresM

tT, --triesT

-n, --nolock

-r , --rescue path

--host-script path

--host-memory size

--host-cpus cpus

--strict-limits

--max-wall-time minutes

--per-task-stdio

--jobstate-log

Path to file for task stderr. (see TASK STDIO and --per-task-stdio)

Stop submitting new tasks after M tasks have failed. Once M has been reached,
pegasus-mpi-cluster will finish running any tasks that have been started, but
will not start any moretasks. This option is used to prevent pegasus-mpi-clus-
ter from continuing to run aworkflow that is suffering from a systematic error,
such asamissing binary or aninvalid path. The default for M is 0, which means
unlimited failures are allowed.

Attempt to run each task T times before marking the task as failed. Note that
the T tries do not count as failures for the purposes of the -m option. A task is
only considered failed if it istried T times and all T attempts result in a non-
zero exitcode. Thevalue of T must be at least 1. The default is 1.

Do not lock DAGFILE. By default, pegasus-mpi-cluster will attempt to ac-
quire an exclusive lock on DAGFILE to prevent multiple MPI jobs from run-
ning the same DAG at the same time. If this option is specified, then the lock
will not be acquired.

Path to rescue log. If the file exists, and -sis not specified, then the log will be
used to recover the state of the workflow. The file is truncated after it is read
and anew rescuelog is created in its place. The default is to append .rescue to
the DAG file name. (see RESCUE FILEYS)

Path to a script or executable to launch on each unique host that pegasus-mpi-
cluster isrunning on. This path can also be set using the PMC_HOST_SCRIPT
environment variable. (see HOST SCRIPTYS)

Amount of memory available on each host in MB. The default is to deter-
mine the amount of physical RAM automatically. This value can also be set
using the PMC_HOST_MEMORY environment variable. (see RESOURCE-
BASED SCHEDULING)

Number of CPUs available on each host. The default is to determine the
number of CPU cores automatically. This value can also be set using
the PMC_HOST_CPUS environment variable. (see RESOURCE-BASED
SCHEDULING)

Thisenables strict memory usagelimitsfor tasks. When thisoptionis specified,
and atask tries to allocate more memory than was requested in the DAG, the
memory allocation operation will fail.

This is the maximum number of minutes that pegasus-mpi-cluster will allow
the workflow to run. When this time expires pegasus-mpi-cluster will abort
the workflow and merge all of the stdout/stderr files of the workers. The value
isin minutes, and the default is unlimited wall time. This option was added so
that the output of a workflow will be recorded even if the workflow exceeds
the max wall time of its batch job. This value can also be set using the PM-
C_MAX_WALL_TIME environment variable.

This causes PMC to generate a .out. XXX and a.err. XXX file for each task in-
stead of writing task stdout/stderr to --stdout and --stderr. The name of thefiles
are "TASKNAME.out. XXX" and "TASKNAME.err. XXX", where "TASK-
NAME" isthename of thetask fromthe DAG and "X X X" isasequence number
that isincremented each time the task istried. This option overrides the values
for --stdout and --stderr. This argument is used by Pegasus when workflows
are planned in PM C-only mode to facilitate debugging and monitoring.

This option causes PMC to generate a jobstate.log file for the workflow. The
fileisnamed "jobstate.log" and is placed in the same directory wherethe DAG
file is located. If the file aready exists, then PMC appends new lines to the
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--monitord-hack

--no-resour ce-log

--no-sleep-on-recv

--maxfds

--keep-affinity

--set-affinity

DAG Files

existing file. This option is used by Pegasus when workflows are planned in
PMC-only mode to facilitate monitoring.

This option causes PMC to generate a .dagman.out file for the workflow. This
file mimicsthe contents of the .dagman.out file generated by Condor DAGMan.
The point of thisoption isto trick monitord into thinking that it is dealing with
DAGMan so that it will generate the appropriate eventsto populate the STAM-
PEDE database for monitoring purposes. Thefileisnamed "DAG.dagman.out”
where "DAG" is the path to the PMC DAG file.

Do not generate a workflow.dag.resource file for the workflow.

Do not use polling with sleep() to implement message receive. (see Known
Issues. CPU Usage)

Set the maximum number of file descriptorsthat can be |left open by the master
for 1/0 forwarding. By default thisvalueis set automatically based on the value
of getrlimit(RLIMIT_NOFILE). The value must be at least 1, and cannot be
more than RLIMIT_NOFILE.

By default PMC attempts to clear the CPU and memory affinity. Thisisto en-
sure that all available CPUs and memory can be used by PMC tasks on sys-
tems that are not configured properly. This flag tells PMC to keep the affin-
ity settings inherited from its parent. Note that the memory policy can only
be cleared if PMC was compiled with libnuma. CPU affinity is cleared using
sched_setaffinity(), and memory policy is cleared with set_mempoalicy().

If thisflagis set, then PMC will allocate CPUsto tasks and call sched_setaffin-
ity() to bind the task to those CPUs. This only applies to multicore tasks (i.e.
those tasks that specify -c N where N > 1). Single core tasks are not bound to a
CPU to reduce the possibility of fragmentation. PMC does not currently have
any mechanism to handle resource fragmentation that may occur if aworkflow
contains several taskswith different core counts. In the case that fragmentation
would result in a task not being bound to a minimal number of sockets and
cores, PMC will not bind the task to any CPUs. For example, if a 2 socket, 8
core machine without hyperthreading is being used to run 2, 4-core tasks, each
task will be bound to a full socket. If the same machine is running 4, 2-core
tasks, each task will get 2-cores on one socket. If 2 of the 2-core tasks finish,
but they free up cores on two different sockets, and PMC wantsto run a4-core
task, it will not bind the 4-core task to any CPUs, because that would result in
the 4-core task being bound to two different sockets. Instead, PMC lets the 4-
core task float, so that the scheduler can find a better placement when another
one of the 2-core tasks finishes. In order to fix thisissue we need to rearchitect
PMC, which is on the roadmap.

pegasus-mpi-cluster workflows are expressed using a simple text-based format similar to that used by Condor DAG-
Man. There are only two record types allowed in aDAG file: TASK and EDGE. Any blank linesin the DAG (lines
with all whitespace characters) are ignored, as are any lines beginning with # (note that # can only appear at the be-

ginning of aline, not in the middle).

Theformat of aTASK record is:

"TASK" id [options...] executable [argunents...]

Whereidisthe ID of thetask, optionsisalist of task options, executable is the path to the executable or script to run,
and arguments.... is a space-separated list of arguments to pass to the task. An exampleis:

TASK t01 -m 10 -c 2 /bin/program-a -b

This example specifies a task tO1 that requires 10 MB memory and 2 CPUs to run /bin/program with the arguments
-aand -b. The available task options are:

352



Command Line Tools

-m M, --request-memory M

-cN, --request-cpusN

tT, --triesT

-p P, --priority P

-f VAR=FILE, --pipe-forward
VAR=FILE

-F SRC=DEST, --file-forward

SRC=DEST

The format of an EDGE record is:

"EDCGE" parent child

The amount of memory required by the task in MB. The default is 0, which
means memory is not considered for this task. This option can be set for a
jobinthe DAX by specifying the pegasus::pmc_request_memory profile. (see
RESOURCE-BASED SCHEDULING)

The number of CPUs required by the task. The default is 1, which implies that
the number of slots on a host should be less than or equal to the number of
physical CPUs in order for al the slots to be used. This option can be set for
ajob in the DAX by specifying the pegasus::pmc_request_cpus profile. (see
RESOURCE-BASED SCHEDULING)

The number of timesto try to execute the task before failing permanently. This
isthe task-level equivalent of the --tries command-line option.

The priority of the task. P should be an integer. Larger values have higher pri-
ority. The default is O. Priorities are simply hints and are not strict—if a task
cannot be matched to an available dot (e.g. due to resource availability), but
alower-priority task can, then the task will be deferred and the lower priority
task will be executed. This option can be set for ajob in the DAX by specifying
the pegasus::pmc_priority profile.

Forward 1/0O to file FILE using pipes to communicate with the task. The envi-
ronment variable VAR will be set to the value of afile descriptor for a pipe to
which the task can write to get datainto FILE. For example, if atask specifies:
-f FOO=/tmp/foo then the environment variable FOO for the task will be set
to a number (e.g. 3) that represents the file /tmp/foo. In order to specify this
argument in a Pegasus DA X you need to set the pegasus::pmc_arguments pro-
file (note that the value of pmc_arguments must contain the "-f* part of the ar-
gument, so avalid value would be: <profile namespace="pegasus" key="pm-
c_arguments'>-f A=/tmp/a </profile>). (see /O FORWARDING)

Forward 1/O to the file DEST from the file SRC. When the task finishes, the
worker will read the data from SRC and send it to the master where it will be
written to the file DEST. After SRC is read it is deleted. In order to specify
this argument in a Pegasus DAX you need to set the pegasus.:pmc_arguments
profile. (see /O FORWARDING)

Where parent isthe ID of the parent task, and child isthe ID of the child task. An example EDGE record is:

EDGE t01 t02

A simple diamond-shaped workflow would look like this:

# di anond. dag

TASK A /bin/echo "I am A"
TASK B /bin/echo "I am B"
TASK C /bin/echo "I amC'
TASK D /bin/echo "I amD'
EDCGE A B
EDGE A C
EDGE B D
EDGE C D

Rescue Files

Many different types of errors can occur when running a DAG. One or more of the tasks may fail, the MPI job may
run out of wall time, pegasus-mpi-cluster may segfault (we hope not), the system may crash, etc. In order to ensure
that the DAG does not need to be restarted from the beginning after an error, pegasus-mpi-cluster generates arescue

file for each workflow.
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Therescuefileisasimpletext filethat lists al of the tasks in the workflow that have finished successfully. Thisfile
is updated each time a task finishes, and is flushed periodicaly so that if the work- flow fails and the user restarts
it, pegasus-mpi-cluster can determine which tasks still need to be executed. As such, the rescue file is a sort-of
transaction log for the workflow.

The rescue file contains zero or more DONE records. The format of these recordsis:

"DONE" *taski d*
Wheretaskid isthe ID of the task that finished successfully.

By default, rescue files are named DAGNAME.rescue where DAGNAME is the path to the input DAG file. Thefile
name can be changed by specifying the -r argument.

PMC and Pegasus
Using PMC for Pegasus Task Clustering

PMC can be used as the wrapper for executing clustered jobs in Pegasus. In this mode Pegasus groups several tasks
together and submits them as a single clustered job to a remote system. PMC then executes the individual tasksin
the cluster and returns the resullts.

PMC can be specified as the task manager for clustered jobs in Pegasusin three ways:
1. Globally in the propertiesfile

The user can set aproperty in the propertiesfilethat resultsin al the clustered jobs of the workflow being executed
by PMC. In the Pegasus properties file specify:

#PEGASUS PROPERTI ES FI LE
pegasus. cl usterer.job. aggregat or =npi exec

In the above example, all the clustered jobs on all remote sites will be launched via PMC as long as the property
valueis not overridden in the site catal og.

2. By setting the profile key "job.aggregator” in the site catal og:
<site handl e="siteX"' arch="x86" os="LINUX"'>

<profil e namespace="pegasus" key="j ob. aggregat or">npi exec</profil e>
</site>

In the above example, all the clustered jobs on a siteX are going to be executed via PMC as long as the value is
not overridden in the transformation catal og.

3. By setting the profile key "job.aggregator” in the transformation catal og:

tr B {
site siteX {
pfn "/path/to/ nytask"
arch "x86"
os "linux"
type "I NSTALLED'
profile pegasus "clusters.size" "3"
profile pegasus "job.aggregator" "npi exec"

}

In the above example, all the clustered jobs for transformation B on siteX will be executed via PMC.

It is usually necessary to have a pegasus::mpiexec entry in your transformation catalog that specifies a) the path to
PMC on the remote site and b) the relevant globus profiles such as xcount, host_xcount and maxwalltime to control
size of the MPI job. That entry would look like this:

tr pegasus::npi exec {
site siteX {
pfn "/path/to/ pegasus-npi -cluster"
arch "x86"
os "linux"
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type "I NSTALLED"
profile globus "maxwal I time" "240"
profile globus "host_xcount" "1"
profile gl obus "xcount" "32"

}

If this transformation catalog entry is not specified, Pegasus will attempt create a default path on the basis of the
environment profile PEGASUS_HOME specified in the site catalog for the remote site.

PMC can be used with both horizontal and label-based clustering in Pegasus, but we recommend using label-based
clustering so that entire sub-graphs of a Pegasus DAX can be clustered into asingle PMC job, instead of only asingle
level of the workflow.

Pegasus Profiles for PMC
There are several Pegasus profiles that map to PMC task options:

pmc_request_memory This profile is used to set the --request-memory task option and is usually specified
inthe DAX or transformation catal og.

pmc_request_cpus This key is used to set the --request-cpus task option and is usually specified in the
DAX or transformation catal og.

pmc_priority Thiskey is used to set the --priority task option and is usually specified in the DAX.

These profiles are used by Pegasus when generating PMC'’s input DAG when PMC is used as the task manager for
clustered jobsin Pegasus.

The profiles can be specified in the DAX like this:

<j ob id="1D0000001" nanme="nytask">
<arguments>-a 1 -b 2 -c 3</argunents>

<profil e namespace="pegasus" key="pnt_request_nenory">1024</profil e>
<profil e namespace="pegasus" key="pnt_request_cpus">4</profil e>
<profil e namespace="pegasus" key="pnct_priority">10</profile>

</ j ob>

This example specifies a PMC task that requires 1GB of memory and 4 cores, and has a priority of 10. It produces
atask in the PMC DAG that looks like this:

TASK nyt ask_I DO0O000001 -m 1024 -c 4 -p 10 /path/to/nytask -a 1 -b 2 -c 3

Using PMC for the Entire Pegasus DAX

Pegasus can a so be configured to run the entire workflow as a single PMC job. In this mode Pegasus will generate a
single PMC DAG for the entire workflow as well as a PBS script that can be used to submit the workflow.

In contrast to using PMC as a task clustering tool, in this mode there are no jobs in the workflow executed without
PMC. The entire workflow, including auxilliary jobs such asdirectory creation and file transfers, is managed by PMC.
If Pegasus is configured in this mode, then DAGMan and Condor are not required.

To run in PMC-only mode, set the property "pegasus.code.generator” to "PMC" in the Pegasus propertiesfile:

pegasus. code. gener at or =PMC

In order to submit the resulting PBS job you may need to make changesto the .pbs file generated by Pegasusto get it
to work with your cluster. This mode is experimental and has not been used extensively.

Logging

By default, all logging messages are printed to stderr. If you turn up the logging using -v then you may end up with
alot of stderr being forwarded from the workers to the master.

Thelog levelsin order of severity are: FATAL, ERROR, WARN, INFO, DEBUG, and TRACE.

The default logging level is INFO. The logging levels can be increased with -v and decreased with -q.
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Task STDIO

By default the stdout and stderr of taskswill be redirected to the master’ s stdout and stderr. Y ou can change the path of
thesefiles with the -0 and -e arguments. Y ou can also enable per-task stdio files using the --per -task-stdio argument.
Note that if per-task stdio files are not used then the stdio of all workers will be merged into one out and one err file
by the master at the end, so I/O from different workers will not be interleaved, but I/O from each worker will appear
in the order that it was generated. Also note that, if the job fails for any reason, the outputs will not be merged, but
instead there will be one file for each worker named DAGFILE.out.X and DAGFILE.err. X, where DAGFILE isthe
path to the input DAG, and X is the worker’ s rank.

Host Scripts

A host script is a shell script or executable that pegasus-mpi-cluster launches on each unique host on which it is
running. They can be used to start auxilliary services, such as memcached, that the tasks in aworkflow require.

Host scriptsare specified using either the --host-script argument or the PMC_HOST _SCRIPT environment variable.

The host script is started when pegasus-mpi-cluster starts and must exit with an exitcode of 0 before any tasks can
be executed. If it the host script returns a non-zero exitcode, then the workflow is aborted. The host script is given 60
seconds to do any setup that is required. If it doesn’t exit in 60 seconds then a SIGALRM signal is delivered to the
process, which, if not handled, will cause the process to terminate.

When the workflow finishes, pegasus-mpi-cluster will deliver a SIGTERM signal to the host script’s process group.
Any child processes|eft running by the host script will receive thissignal unlessthey created their own process group.
If there were any processes |eft to receive this signal, then they will be given afew seconds to exit, then they will be
sent SIGKILL. Thisisthe mechanism by which processes started by the host script can be informed of the termination
of the workflow.

Resource-Based Scheduling

High-performance computing resources often have alow ratio of memory to CPUs. At the sametime, workflow tasks
often have high memory requirements. Often, the memory requirements of a workflow task exceed the amount of
memory available to each CPU on a given host. As aresult, it may be necessary to disable some CPUs in order to
free up enough memory to run the tasks. Similarly, many codes have support for multicore hosts. In that case it is
necessary for efficiency to ensure that the number of cores required by the tasks running on a host do not exceed the
number of cores available on that host.

In order to make this process more efficient, pegasus-mpi-cluster supports resource-based scheduling. In re-
source-based scheduling the tasks in the workflow can specify how much memory and how many CPUs they require,
and pegasus-mpi-cluster will schedule them so that the tasks running on a given host do not exceed the amount of
physical memory and CPUs available. This enables pegasus-mpi-cluster to take advantage of all the CPUs available
when the tasks memory requirement islow, but also disable some CPUs when the tasks memory requirement is high-
er. It also enables workflows with amixture of single core and multi-core tasks to be executed on a heterogenous pool.

If there are no hosts available that have enough memory and CPUs to execute one of the tasks in a workflow, then
the workflow is aborted.

Memory

CPUs

Users can specify both the amount of memory required per task, and the amount of memory available per host. If the
amount of memory required by any task exceeds the available memory of al the hosts, then the workflow will be
aborted. By default, the host memory is determined automatically, however the user can specify --host-memory to
"lig" to pegasus-mpi-cluster. The amount of memory required for each task is specified in the DAG using the -m/--
request-memory argument (see DAG Files).

Users can specify the number of CPUs required per task, and the total number of CPUs available on each host. If
the number of CPUs required by atask exceeds the available CPUs on all hosts, then the workflow will be aborted.
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By default, the number of CPUs on a host is determined automatically, but the user can specify --host-cpus to over-
or under-subscribe the host. The number of CPUs required for each task is specified in the DAG using the -c/--
request-cpus argument (see DAG Files).

I/O Forwarding

Inworkflowsthat havelots of small tasksit iscommon for the I/O written by those tasksto be very small. For example,
aworkflow may have 10,000 tasksthat each write afew KB of data. Typically each task writestoitsown file, resulting
in 10,000 files. This I/O pattern is very inefficient on many parallel file systems because it requires the file system to
handle a large number of metadata operations, which are a bottleneck in many parallel file systems.

One way to handle this problem is to have all 10,000 tasks write to a single file. The problem with this approach is
that it requires those tasks to synchronize their access to the file using POSIX locks or some other mutual exclusion
mechanism. Otherwise, the writesfrom different tasks may beinterleaved in arbitrary order, resulting in unusable data.

In order to address this use case PMC implements a feature that we call "I/O Forwarding". 1/0 forwarding enables
each task inaPMC job to write data to an arbitrary number of shared filesin a safe way. It does this by having PMC
worker processes collect data written by the task and send it over over the high-speed network using M Pl messaging
to the PMC master process, where it is written to the output file. By having one process (the PMC master process)
writeto the file al of the I/O from many parallel tasks can be synchronized and written out to the files safely.

There are two different ways to use 1/0 forwarding in PMC: pipes and files. Pipes are more efficient, but files are
easier to use.

I/O forwarding using pipes

1/0 forwarding with pipes works by having PMC worker processes collect data from each task using UNIX pipes.
This approach is more efficient than the file-based approach, but it requires the code of the task to be changed so that
the task writes to the pipe instead of aregular file.

In order to use I/O forwarding a PMC task just needs to specify the -f/--pipe-forwar d argument to specify the name
of the file to forward data to, and the name of an environment variable through which the PMC worker process can
inform it of the file descriptor for the pipe.

For example, if there is atask "mytask” that needs to forward data to two files: "myfile.@" and "myfile.b", it would
look like this:

TASK mytask -f A=/tnmp/nyfile.a -f B=/tnp/nyfile.b /bin/nytask

When the /binfmytask process starts it will have two variables in its environment: "A=3" and "B=4", for example.
The value of these variables is the file descriptor number of the corresponding files. In this case, if the task wants to
write to "/tmp/myfile.d’, it gets the value of environment variable "A", and calls write() on that descriptor number.
In C the code for that looks like this:

char *A = getenv("A");

int fd = atoi (A);

char *message = "Hello, World\n";
wite(fd, nessage, strlen(nmessage));

In some programming languages it is not possible to write to afile descriptor directly. Fortran, for example, refersto
files by unit number instead of using file descriptors. In these languages you can either link C 1/O functions into your
binary and call them from routines written in the other language, or you can open aspecia filein the Linux /proc file
system to get another handle to the pipe you want to access. For the latter, the file you should open is "/proc/self/fd/
NUMBER" where NUMBER is the file descriptor number you got from the environment variable. For the example
above, the pipe for myfile.a (environment variable A) is"/proc/self/fd/3".

If you are using pegasus-kickstart, which is probably the case if you are using PMC for a Pegasus workflow, then
there’ s atrick you can do to avoid modifying your code. Y ou use the /proc file system, as described above, but you
let pegasus-kickstart handle the path construction. For example, if your application has an argument, -o, that allows
you to specify the output file then you can write your task like this:

TASK mytask -f A=/tnp/ nyfile.a /bin/pegasus-kickstart /bin/mytask -o /proc/self/fd/ $A
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In this case, pegasus-kickstart will replace the $A in your application arguments with the file descriptor number you
want. Your code can open that path normally, write to it, and then close it asif it were aregular file.

I/O forwarding using files

1/0 forwarding with files works by having tasks write out data in files on the local disk. The PMC worker process
reads these files and forwards the data to the master where it can be written to the desired output file. This approach
may be much less efficient than using pipes because it involves the file system, which has more overhead than a pipe.

File forwarding can be enabled by giving the -F/--file-forward argument to atask.

Here' s an example:

TASK nytask -F /tnp/foo.0=/scratch/foo /bin/nytask -o /tnp/foo.0

In this case, the worker process will expect to find the file /tmp/f00.0 when mytask exits successfully. It reads the
data from that file and sends it to the master to be written to the end of /scratch/foo. After /tmp/foo.0 is read it will
be deleted by the worker process.

This approach works best on systems where the local disk isa RAM file system such as Cray XT machines. Alterna-
tively, the task can use /dev/shm on aregular Linux cluster. It might also work relatively efficiently on alocal disk
if the file system cache is able to absorb all of the reads and writes.

I/O forwarding caveats

When using I/O forwarding it isimportant to consider afew caveats.

First, if the PMC job fails for any reason (including when the workflow is aborted for violating --max-wall-time),
then the files containing forwarded I/0O may be corrupted. They can include partial records, meaning that only part
of the I/O from one or more tasks was written, and they can include duplicate records, meaning that the 1/0 was
written, but the PMC job failed before the task could be marked as successful, and the workflow was restarted later.
We make no guarantees about the contents of the data files in this case. It is up to the code that reads the files to a)
detect and b) recover from such problems. To eliminate duplicates the records should include a unique identifier, and
to eliminate partials the records should include a checksum.

Second, you should not use 1/0O forwarding if your task is going to write a lot of data to the file. Because the PMC
worker is reading data off the pipe/file into memory and sending it in an MPI message, if you write too much, then
the worker process will run the system out of memory. Also, all the data needsto fit in asingle MPI message. In pipe
forwarding there is no hard limit on the size, but in file forwarding the limit is IMB. We haven't benchmarked the
performance on large 1/0O, but anything larger than about 1 MB is probably too much. At any rate, if your datais|arger
than 1IMB, then /O forwarding probably won't have much of a performance benefit anyway.

Third, the I/O is not written to the file if the task returns a non-zero exitcode. We assume that if the task failed that
you don’t want the data it produced.

Fourth, the data from different tasksis not interleaved. All of the data written by a given task will appear sequentially
in the output file. Note that you can till get partial records, however, if any data from atask appearsit will never be
split among non-adjacent ranges in the output file. If you have 3 tasks that write: "I am atask" you can get:

I ama taskl ama taskl ama task
and:

I ama taskl am ama task

but not:

I ama taskl aml ama task a task

Fifth, data from different tasks appears in arbitrary order in the output file. It depends on what order the tasks were
executed by PMC, which may be arbitrary if there are no dependencies between the tasks. The data that is written
should contain enough information that you are able to determine which task produced it if you require that. PMC
does not add any headers or trailersto the data.
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Misc

Sixth, atask will only be marked as successful if all of its I/O was successfully written. If the workflow completed
successfully, then the 1/0 is guaranteed to have been written.

Seventh, if the master is not able to write to the output file for any reason (e.g. the master triesto write the 1/0 to the
destination file, but the write() call returns an error) then the task is marked as failed even if the task produced a non-
zero exitcode. In other words, you may get a non-zero kickstart record even when PMC marks the task failed.

Eighth, the pipes are write-only. If you need to read and write data from the file you should use file forwarding and
not pipe forwarding.

Ninth, all files are opened by the master in append mode. Thisis so that, if the workflow fails and has to be restarted,
or if atask failsand isretried, the data that was written previously is not lost. PMC never truncates the files. Thisis
one of the reasons why you can have partial records and duplicate records in the output file.

Finaly, in file forwarding the output fileis removed when the task exits. Y ou cannot rely on thefile to be there when
the next task runs even if you write it to a shared file system.

Resource Utilization

At the end of the workflow run, the master will report the resource utilization of the job. Thisis done by adding up
thetotal runtimes of all the tasks executed (including failed tasks) and dividing by the total wall time of the job times
N, where N is both the total number of processes including the master, and the total number of workers. These two
resource utilization values are provided so that users can get an idea about how efficiently they are making use of
the resources they allocated. Low resource utilization values suggest that the user should use fewer cores, and longer
wall time, on future runs, while high resource utilization values suggest that the user could use more cores for future
runs and get a shorter wall time.

Known Issues

Cray Compiler Wrappers

On Cray machines, the CC compiler wrapper for C++ code should be used to compile PMC. That wrapper linksin all
therequired MPI libraries. Cray compiler wrappers should not be used to compiletasksthat run under PMC. If
you use aCray wrapper to compileatask that runsunder PMC, then thetask will hang, or exitimmediately with a0 exit
code without doing anything. This appearsto happen only when the application binary isdynamically linked. It seems
to be aproblem with the librariesthat are linked into the code when it is compiled with a Cray wrapper. To summarize:
on Cray machines, compile PMC with the CC wrapper, but compile code that runs under PM C without any wrappers.

fork() and exec()

In order for the worker processes to start tasks on the compute node the compute nodes must support the fork() and
exec() system calls. If your target machine runs a stripped-down OS on the compute nodes that does not support these
system calls, then pegasus-mpi-cluster will not work.

CPU Usage

Many MPI implementations are optimized so that message sends and receives do busy waiting (i.e. they spin/poll on
amessage send or receive instead of sleeping). The reasoning is that sleeping adds overhead and, since many HPC
systems use space sharing on dedicated hardware, there are no other processes competing, so spinning instead of
sleeping can produce better performance. On those implementations MPI processes will run at 100% CPU usage even
when they are just waiting for a message. Thisis a big problem for multicore tasks in pegasus-mpi-cluster because
idle slots consume CPU resources. In order to solve this problem pegasus-mpi-cluster processes sleep for a short
period between checks for waiting messages. This reduces the load significantly, but causes a short delay in receiving
messages. If you are using an MPI implementation that sleeps on message send and receive instead of doing busy
waiting, then you can disable the sleep by specifying the --no-sleep-on-recv option. Note that the master will aways
deep if --max-wall-time is specified because there is no way to interrupt or otherwise timeout ablocking call in MPI
(e.g. SIGALRM does not cause MPI_Recv to return EINTR).

359



Command Line Tools

Task Environment

PMC sets a few environment variables when it launches a task. In addition to the environment variables for pipe
forwarding, it sets:

PMC_TASK The name of the task from the DAG file.

PMC_MEMORY The amount of memory requested by the task.

PMC_CPUS The number of CPUs requested by the task.

PMC_RANK The rank of the MPI worker that launched the task.

PMC_HOST_RANK The host rank of the MPI worker that launched the task.

In addition, if --set-affinity is specified, and PMC has allocated some CPUs to the task, then it will export:

PMC_AFFINITY A comma-separated list of CPUs to which the task is/should be bound.

Environment Variables

The environment variables below are aliases for command-line options. If the environment variable is present, then it
isused as the default for the associated option. If both are present, then the command-line option is used.

PMC_HOST_SCRIPT Alias for the --host-script option.

PMC_HOST_MEMORY  Aliasfor the --host-memory option.

PMC_HOST_CPUS Aliasfor the --host-cpus option.
PMC MAX_ WAL- Aliasfor the --max-wall-time option.
L_TIME

Author

Gideon Juve <gi deon@ si . edu>

Mats Rynge<r ynge@ si . edu>
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Name
pegasus-mpi-keg — MPI version of KEG

Synopsis

pegasus-mpi-keg [-aappname] [-t interva |-T interval] [-| logname]
[-Pprefix] [-ofn[..]] [-i fn[..]] [-G sZ] [-m memory]
[-r root_memory_allocation] [-C] [-eenv [..]] [-p parm [..]]

Description

The parallel version of kanonical executable isastand-in for parallel binariesin aDAG - but not for their arguments.
It allows to trace the shape of the execution of aDAG, and thusis an aid to debugging DAG related issues.

It works in the same way as the sequential version of pegasus-keg but it is intended to be executed as an MPI task.
pegasus-mpi-keg accepts the same parameters as pegasus-keg, so please refer to the pegasus-keg manual page for
more details.

Arguments

The same as pegasus-keg. But there are some M PI-specific arguments.

-r root_memory_allocation_only ~ Works use only with the -m option. When set, the memory allocation will take
placein theroot MPI process only. By default, each MPI processe allocatesthe
amount of memory set by the -m option.

Return Value

The same as pegasus-keg.

Example

The example shows the bracketing of an input file, and the copy produced on the output file. For illustration purposes,
the output file is connected to stdout :

$ date > xx
$ npiexec -n 2 ./pegasus-npi-keg -i xx -p abc -0 -
- start xx ----
Tue Dec 2 17:35:39 PST 2014
- final xx ----
Ti mest anp Today: 20141202T173553. 184-08: 00 (1417570553. 184; 0. 001)
Appl i cationnane: pegasus-npi-keg [36116e11c0735993bf 54264953194e626f e4ab7e 2014-11-25] @
138.25.147. 42 (nyc-2.local)
Current Workdir: /opt/pegasus/default/bin/pegasus-npi-keg
Systenmenvironm: x86_64-Darwin 14.0.0
Processor Info.: 4 x Intel (R) Core(TM i5-4278U CPU @ 2. 60GHz
Load Averages : 1.240 1.354 1.434
Menory Usage MB: 8192 total, 161 avail, 3599 active, 2496 inactive, 1077 wired
Swap Usage MB: 2048 total, 1256 free
FilesystemInfo: / hfs 232&B total, 66CB avai l
Qut put Fil ename: -
I nput Fil enanes: xx
O her Argunents: a b c

Restrictions

The same as pegasus-keg.

Authors

Pegasus - http://pegasus.isi.edu/
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Name

pegasus-plan — runs Pegasus to generate the executable workflow

Synopsis

pegasus-plan [-v] [-] [-V] [-h]

Description

[-Dprop=value...]] [-b prefix]

[--conf propsfile]

[-c cachefile],cachefile...]] [--cleanup cleanup strategy |
[-C style] style...]]

[--dir dir]

[--force] [--force-replan]
[--inherited-rc-filesfilel] file2...]] [-] prefiX]

[-n][-] input-dir1[,input-dir2...]][-O output-dir] [-0 site]
[-ssitel],site2...]]

[--staging-site s1=ss1[,s2=s2]..]]

[--randomdir [=dirname]]

[--relative-dir dir]

[--relative-submit-dir dir]

-d daxfile

The pegasus-plan command takes in as input the DAX and generates an executable workflow usually in form of
condor submit files, which can be submitted to an execution site for execution.

As part of generating an executable workflow, the planner needs to discover:

data

executables

I esour ces

The Pegasus Workflow Planner ensures that all the data required for the execution of the ex-
ecutable workflow is transferred to the execution site by adding transfer nodes at appropriate
pointsinthe DAG. Thisisdone by |ooking up an appropriate Replica Catalog to determine the
locations of the input files for the various jobs. By default, afile based replica catalog is used.

The Pegasus Workflow Planner also tries to reduce the workflow, unless specified otherwise.
This is done by deleting the jobs whose output files have been found in some location in the
Replica Catalog. At present no cost metrics are used. However preferenceis given to alocation
corresponding to the execution site

The planner can also add nodesto transfer all the materialized filesto an output site. Thelocation
on the output site is determined by looking up the site catalog file, the path to which is picked
up from the pegasus.catalog.site.file property value.

The planner looks up a Transformation Catalog to discover locations of the executablesreferred
to in the executable workflow. Users can specify INSTALLED or STAGEABLE executables
in the catal og. Stageable executables can be used by Pegasus to stage executables to resources
where they are not pre-installed.

The layout of the sites, where Pegasus can schedule jobs of a workflow are described in the
Site Catalog. The planner looks up the site catal og to determine for a site what directories ajob
can be executed in, what servers to use for staging in and out data and what jobmanagers (if
applicable) can be used for submitting jobs.

The data and executabl e locations can now be specified in DAX’ es conforming to DAX schemaversion 3.2 or higher.

Options

Any option will be displayed with its long options synonym(s).

-Dproperty=value

The -D option allows an experienced user to override certain properties which
influence the program execution, among them the default location of the user’s
propertiesfile and the PEGA SUS homelocation. Onemay set several CLI prop-

362



Command Line Tools

-d file, --dax file

-b prefix, --basename prefix

-cfilé]file,...] , --cachefild] file,
m

-C style[,style,...] , --cluster
style[,style,...]

erties by giving this option multiple times. The -D option(s) must be the first
option on the command line. A CLI property take precedence over the proper-
tiesfile property of the same key.

The DAX isthe XML input file that describes an abstract workflow. Thisisa
mandatory option, which has to be used.

The basename prefix to be used while constructing per workflow files like the
dagman file (.dag file) and other workflow specific files that are created by
Condor. Usualy this prefix, is taken from the name attribute specified in the
root element of the dax files.

A comma separated list of paths to replica cache files that override the results
from the replica catalog for a particular LFN.

Each entry in the cache file describes a LFN , the corresponding PFN and the
associated attributes. The site attribute should be specified for each entry.

LFN_1 PFN_1 site=[site handle 1]
LFN_2 PFN_2 site=[site handl e 2]

LFN_N PFN_N [site handle N]

To treat the cache files as supplemental replica catalogs set the property pega-
sus.catalog.replica.cache.asr c to true. Thisresultsin the mapping in the cache
files to be merged with the mappings in the replica catalog. Thus, for a partic-
ular LFN both the entries in the cache file and replica catalog are available for
replica selection.

Comma-separated list of clustering stylesto apply to the workflow. This mode
of operation resultsin clustering of n compute jobs into alarger jobs to reduce
remote scheduling overhead. Y ou can specify alist of clustering techniques to
recursively apply them to the workflow. For example, thisallowsyou to cluster
some jobsin the workflow using horizontal clustering and then use label based
clustering on the intermediate workflow to do vertical clustering.

The clustered jobs can be run at the remote site, either sequentially or by using
MPI. This can be specified by setting the property pegasus.job.aggregator.
The property can be overridden by associating the PEGASUS profile key col-
lapser either with the transformation in the transformation catalog or the exe-
cution sitein the site catalog. The value specified (to the property or the profile),
isthe logical name of the transformation that is to be used for clustering jobs.
Note that clustering will only happen if the corresponding transformations are
catalogued in the transformation catal og.

PEGA SUS shipswith a clustering executabl e pegasus-cluster that can befound
in the $SPEGASUS HOME/bin directory. It runs the jobs in the clustered job
sequentially on the same node at the remote site.

In addition, an MPI based clustering tool called pegasus-mpi-cluster', is also
distributed and can be found in the bin directory. pegasus-mpi-cluster can also
be used in the sharedfs setup and needs to be compiled against the remote site
MPI install. directory. Thewrapper isrun on every MPI node, with thefirst one
being the master and the rest of the ones as workers.

By default, pegasus-cluster is used for clustering jobs unless overridden in the
properties or by the pegasus profile key collapser.

The following type of clustering styles are currently supported:
» horizontal isthe style of clustering in which jobs on the same level are ag-

gregated into larger jobs. A level of the workflow is defined as the greatest
distance of anode, from the root of the workflow. Clustering occurs only on
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--cleanup cleanup strategy

jobs of the same typei.e they refer to the same logical transformation in the
transformation catal og.

Horizontal Clustering can operate in one of two modes. a. Job count based.

The granularity of clustering can be specified by associating either the PE-
GASUS profile key clusters.size or the PEGASUS profile key clusters.num
with the transformation.

The clusters.size key indicates how many jobs need to be clustered into the
larger clustered job. The clusters.num key indicates how many clustered jobs
are to be created for a particular level at a particular execution site. If both
keys are specified for a particular transformation, then the clusters.num key
valueis used to determine the clustering granularity.

a. Runtime based.

To cluster jobs according to runtimes user needs to set one property and
two profilekeys. The property pegasus.clusterer.preference must be set to
the value runtime. In addition user needs to specify two Pegasus profiles.
a. clusters.maxruntime which specifies the maximum duration for which
the clustered job should run for. b. job.runtime which specifies the dura-
tion for which the job with which the profile key is associated, runs for.
Ideally, clusters.maxruntime should be set in transformation catalog and
job.runtime should be set for each job individually.

« label isthe style of clustering in which you can label the jobs in your work-
flow. The jobs with the same level are put in the same clustered job. This
allows you to aggregate jobs across levels, or in amanner that is best suited
to your application.

To label the workflow, you need to associate PEGASUS profiles with the
jobs in the DAX. The profile key to use for labeling the workflow can be
set by the property pegasus.clusterer.label.key. It defaults to label, meaning
if you have a PEGASUS profile key label with jobs, the jobs with the same
value for the pegasus profile key label will go into the same clustered job.

The cleanup strategy to be used for workflows. Pegasus can add cleanup jobs
to the executable workflow that can remove files and directories during the
workflow execution. The default strategy isinplace .

The following type of cleanup strategies are currently supported:

» nonedisables cleanup altogether. The planner does not add any cleanup jobs
in the executable workflow whatsoever.

« leaf the planner adds a leaf cleanup node per staging site that removes the
directory created by the create dir job in the workflow.

« inplacethe planner addsin addition to leaf cleanup nodes, cleanup nodes per
level of the workflow that remove files no longer required during execution.
For example, an added cleanup node will remove input files for a particular
compute job after the job has finished successfully.

« constraint the planner addsin addition to leaf cleanup nodes, cleanup nodes
to constraint the amount of storage space used by a workflow. The added
cleanup node guarantees limits on disk usage.

By default, for hierarcha workflows the inplace cleanup is always turned
off. Thisis because the cleanup agorithm ( InPlace ) does not work across
the sub workflows. For example, if you havetwo DAX jobsin your top level
workflow and the child DAX job refersto afile generated during the execu-
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--conf propfile

--dir dir

-f, --force

--force-replan

-g, --group
-h, ~help

--inherited-rc-filesfile] file,...]

-I', --input-dir

-j prefix, --job-prefix prefix

-n, --nocleanup

tion of the parent DAX job, the InPlace cleanup algorithm when applied to
the parent dax job will result in thefile being del eted, when the sub workflow
corresponding to parent DAX job is executed. This would result in failure
of sub workflow corresponding to the child DAX job, as the file deleted is
required to present during it’s execution.

In case there are no data dependencies across the dax jobs, then yes you can
enable the InPlace algorithm for the sub dax’es . To do this you can set the

property
pegasus.file.cleanup.scope deferred

Thiswill result in cleanup option to be picked up from the arguments for the
DAX job in the top level DAX.

The path to properties file that contains the properties planner needs to use
while planning the workflow. Defaults to pegasus.properties file in the current
working directory, if no conf option is specified.

The base directory where you want the output of the Pegasus Workflow Plan-
ner usually condor submit files, to be generated. Pegasus creates a directory
structure in this base directory on the basis of username, VO Group and the
label of the workflow in the DAX.

By default the base directory is the directory from which one runs the pega-
sus-plan command.

This bypasses the reduction phase in which the abstract DAG isreduced, on the
basis of the locations of the output files returned by the replica catalog. Thisis
analogous to a make style generation of the executable workflow.

By default, for hieraricha workflowsif a DAX job fails, then on job retry the
rescue DAG of the associated workflow is submitted. This option causes Pega-
susto replan the DAX job in case of failure instead.

The VO Group to which the user belongs to.
Displays all the options to the pegasus-plan command.

A comma separated list of paths to replicafiles. Locations mentioned in these
have a lower priority than the locations in the DAX file. This option is usu-
aly used internally for hierarchical workflows, where the file locations men-
tioned in the parent (encompassing) workflow DAX, passed to the sub work-
flows (corresponding) to the DAX jobs.

A comma separated list of input directories on the submit host where the input
filesreside. This internally loads a Directory based Replica Catalog backend,
that constructs does adirectory listing to create the LFN#PFN mappingsfor the
filesin the input directory. Y ou can specify additional properties either on the
command line or the properties file to control the site attribute and url prefix
associated with the mappings.

pegasus.catal og.replica.directory.site specifies the site attribute to associate
with the mappings. Defaults to local

pegasus.catal og.replica.directory.url.prefix specifies the URL prefix to use
while constructing the PFN. Defaults to file://

The job prefix to be applied for constructing the filenames for the job submit
files.

This option is deprecated. Use --cleanup none instead.
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-0 site, --output-site site

-O output directory , --output-dir
output directory

-, --quiet

-r[dirname] , --ran-
domdir[=dirname]

--relative-dir dir

--relative-submit-dir dir

-sdite],gite,...] , --Sites site],site,

]

--staging-site s1=ss1[,s2=s32[..]]

-s, --submit

The output site to which the output files of the DAX are transferred to.

By default the materialized data remains in the working directory on the ex-
ecution site where it was created. Only those output files are transferred to an
output site for which transfer attribute is set to true in the DAX.

The output directory to which the output files of the DAX are transferred to.

If -0 is specified the storage directory of the site specified as the output siteis
updated to be thedirectory passed. If no output siteis specified, then this option
internally sets the output site to local with the storage directory updated to the
directory passed.

Decreases the logging level.

Pegasus Worfklow Planner adds create directory jobs to the executable work-
flow that create a directory in which all jobs for that workflow execute on a
particular site. The directory created is in the working directory (specified in
the site catalog with each site).

By default, Pegasus duplicates the relative directory structure on the submit
host on the remote site. The user can specify this option without arguments
to create a random timestamp based name for the execution directory that are
created by the create dir jobs. The user can can specify the optional argument
to this option to specify the basename of the directory that is to be created.

The create dir jobs refer to the dirmanager executable that is shipped as part
of the PEGASUS worker package. The transformation catalog is searched for
the transformation named pegasus::dir manager for all the remote sites where
the workflow has been scheduled. Pegasus can create a default path for the
dirmanager executable, if PEGASUS_HOM E environment variable is associ-
ated with the sites in the site catalog as an environment profile.

Thedirectory relative to the base directory where the executable workflow it to
be generated and executed. This overrides the default directory structure that
Pegasus creates based on username, VO Group and the DAX label.

Thedirectory relative to the base directory where the executable workflow it to
be generated. This overridesthe default directory structure that Pegasus creates
based on username, VO Group and the DAX |abel. By specifying --r elative-dir
and --relative-submit-dir you can have different relative execution directory
on the remote site and different relative submit directory on the submit host.

A comma separated list of execution sites on which the workflow isto be exe-
cuted. Each of the sites should have an entry in the site catalog, that is being
used.

In case this option is not specified, al the sitesin the site catalog other than site
local are picked up as candidates for running the workflow.

A comma separated list of key=value pairs, where the key is the execution site
and value is the staging site for that execution site.

In case of running on a shared filesystem, the staging site is automatically as-
sociated by the planner to be the execution site. If only avalueis specified, then
that is taken to be the staging site for all the execution sites. e.g --staging-site
local meansthat the planner will usethelocal site asthe staging site for all jobs
in the workflow.

Submits the generated executable wor kflow using pegasus-run script in $PE-
GASUS_HOME/bindirectory. By default, the Pegasus Workflow Planner only
generates the Condor submit files and does not submit them.
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-v, --verbose Increases the verbosity of messages about what is going on. By default, al
FATAL, ERROR, CONSOLE and WARN messages are logged. The logging
hierarchy is asfollows:

1. FATAL
. ERROR
. CONSOLE
. WARN

. CONFIG

2
3
4
5. INFO
6
7. DEBUG
8

. TRACE

For example, to see the INFO, CONFIG and DEBUG messages additionally,
set -vwv.

-V, --version Displays the current version number of the Pegasus Workflow Management
System.

Return Value

If the Pegasus Workflow Planner is able to generate an executable workflow successfully, the exitcode will be 0. All
runtime errors result in an exitcode of 1. Thisis usualy in the case when you have misconfigured your catalogs etc.
In the case of an error occurring while loading a specific module implementation at run time, the exitcode will be 2.
Thisisusually due to factory methods failing while loading a module. In case of any other error occurring during the
running of the command, the exitcode will be 1. In most cases, the error message logged should give aclear indication
as to where things went wrong.

Controlling pegasus-plan Memory Consumption

pegasus-plan will try to determine memory limits automatically using factors such as total system memory and po-
tential memory limits (ulimits). The automatic limits can be overridden by setting the JAVA_HEAPMIN and JA-
VA_HEAPMAX environment variables before invoking pegasus-plan. The values are in megabytes. As a rule of
thumb, JAVA_HEAPMIN can be set to half of the value of JAVA_HEAPMAX.

Pegasus Properties

This is not an exhaustive list of properties used. For the complete description and list of properties refer to $PE-
GASUS HOM E/doc/advanced-pr oper ties.pdf

pegasus.selector .site Identifieswhat type of site selector you want to use. If not specified the default
value of Random is used. Other supported modes are RoundRobin and Non-
JavaCallout that calls out to a external site selector.

pegasus.catalog.replica Specifies the type of replica catalog to be used.
If not specified, then the value defaults to File.

pegasus.catalog.replica.url Contact string to access the replica catalog. In case of Fileit is path to the file
based replicacatalog. If not specified, then default val ue of SPWD/rc.txt isused
for the default File based Replica Catal og.

pegasus.dir.exec A suffix to the workdir in the site catalog to determine the current working
directory. If relative, the value will be appended to the working directory from
the site.config file. If absolute it constitutes the working directory.
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Files

pegasus.catalog.transfor mation

pegasus.catalog.tr ansfor ma-
tion.file

pegasus.catalog.site

pegasus.catalog.site.file

pegasus.data.configuration

pegasus.code.gener ator

$PEGASUS HOME/etc/
dax-3.3.xsd

$PEGASUS HOME/etc/
sc-4.0.xsd

$PEGASUS HOME/etc/tc.da-
ta.text

$PEGASUS HOME/etc/
sitesxml4 | $PE-
GASUS HOME/etc/sitesxml3

$PEGASUS HOME/lib/pega-
sus.jar

See Also

Specifies the type of transformation catalog to be used. One can use only afile
based transformation catal og, with the value as T ext.

The location of file to use as transformation catal og.
If not specified, then the default location of $PWD/tc.txt

Specifies the type of site catalog to be used. One can use either atext based or
an xml based site catalog. At present the defaultis XML.

The location of file to use as a site catalog. If not specified, then default value
of $PWD/sites.xml isused in case of the xml based site catal og.

This property sets up Pegasus to run in different environments. This can be set
to

sharedfs If this is set, Pegasus will be setup to execute jobs on the shared
filesystem on the execution site. This assumes, that the head node of a cluster
and the worker nodes share a filesystem. The staging site in this case is the
same as the execution site.

nonsharedfs If thisis set, Pegasus will be setup to execute jobs on an execu-
tion site without relying on a shared filesystem between the head node and the
worker nodes.

condorio If thisis set, Pegasus will be setup to run jobsin a pure condor pool,
with the nodes not sharing a filesystem. Data is staged to the compute nodes
from the submit host using Condor File 10O.

The code generator to use. By default, Condor submit files are generated for
the executable workflow. Setting to Shell results in Pegasus generating a shell
script that can be executed on the submit host.

is the suggested location of the latest DAX schemato produce DAX output.

isthe suggested location of the latest Site Catalog schemathat is used to create
the XML version of the site catalog

is the suggested location for the file corresponding to the Transformation Cat-
aog.

is the suggested location for the file containing the site information.

contains al compiled Java bytecode to run the Pegasus Workflow Planner.

pegasus-run(1), pegasus-status(1), pegasus-remove(1), pegasus-rc-client(1), pegasus-analyzer(1)

Authors

Karan Vahi <vahi at i si

Pegasus Team http://pegasus.isi.edu

dot edu>
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Name

pegasus-plots — A tool to generate graphs and charts to visualize workflow run.

Synopsis

pegasus-plots [-h|--help]

[-o]--output outdir]
[-c|--conf propfile]

[-m|--max-gr aph-nodes max]
[-p|--plotting-level level]
[-i]--ignor e-db-inconsistency]

[-v]--verbose]
[-al--quiet]
[submitdir]

Description

pegasus-plots generates graphs and chartsto visualize workflow run. It generates workflow execution Gantt chart, job
over time chart, time chart, dax and dag graph. It uses executable 'dot\' to generate graphs. pegasus-plots looks for the
executable in your path and generates graphs based on it’ s availahility .

Options
-h, --help
-ooutdir , --output outdir
-c propfile, --conf propfile

-m max, --max-graph-nodes max

-p level , --plotting-level level

-i, -—-ignore-db-inconsistency

-v, --verbose

Prints a usage summary with all the available command-line options.
Writes the output to the given directory
The properties file to use. This option overrides all other property files.

Maximum limit on the number of taskg/jobs in the dax/dag up to which the
graph should be generated. The default valueis 100.

Specifies the charts and graphs to generate. Valid levels are: all, all_charts,
all_graphs, dax_graph, dag_graph, gantt_chart, host_chart, time_chart,
breakdown_chart. Default is all_charts. The output generated by pega-
sus-plotsisbased on the level set:

« all: generates al charts and graphs.

« all_charts: generates all charts.

« all_graphs: generates al graphs.

» dax_graph: generates dax graph.

» dag_graph: generates dag graph.

« gantt_chart: generates the workflow execution Gantt chart.
* host_chart: generates the host over time chart.

 time_chart: generates the time chart which shows the job instance/invoca
tion count and runtime over time.

» breakdown_chart: generates the breakdown chart which showsthe invoca-
tion count and runtime grouped by transformation name.

Turn off the the check for database consistency.

Increases the log level. If omitted, the default level will be set to WARNING.
When this option is given, the log level is changed to INFO. If this option is
repeated, the log level will be changed to DEBUG.
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-q, --quiet Decreasesthelog level. If omitted, the default level will be set to WARNING.
When this option is given, thelog level is changed to ERROR.

Example

Runs pegasus-plots and writes the output to the given directory:

pegasus-plots -0 /scratch/plot /scratch/grid-setup/run0001

Authors

Prasanth Thomas

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-rc-client — shell client for replicaimplementations

Synopsis

pegasus-rc-client [-Dproperty=valug]...]] [-V]

Description

[-cfn] [-p k=V]
[[-f fn]|[-i|-d fn]|[cmd [args]]

The shell interfaceto replicacatal og implementationsisaprototype. It determinesfrom various property setting which
class implements the replica manager interface, and loads that driver at run-time. Some commands depend on the

implementation.

Options

Any option will be displayed with itslong options synonym(s).

-Dproperty=value

-cfn, --conf fn

-ffn, --filefn

-ifn, --insert fn

-d fn, --deletefn

-pk=v, --pref k=v

cmd [args]

-V, --version

Return Value

The-D option allows an experienced user to override certain properties which influence
the program execution, among them the default location of the user’ s properties file and
the PEGASUS home location. One may set several CLI properties by giving this option
multiple times. The -D option(s) must be the first option on the command line. A CLI
property take precedence over the properties file property of the same key.

Path to the property file

The optional input file argument permits to enter non-interactive bulk mode. If this op-
tion is not present, replica manager specific commands should be issued on the com-
mand-line. The special filename hyphen (-) can be used to read from pipes.

Default isto use an interactive interface reading from stdin.

The optional input file argument permits insertion of entries from the Replica Catalog
in abulk mode, wherever supported by the underlying implementation.

Each linein the file denotes one mapping of the format <Ifn> <pfn> [k=v [..]]

The optional input file argument permits deletion of entries from the Replica Catalog in
abulk mode, wherever supported by the underlying implementation.

Each linein the file denotes one mapping of the format: <Ifn> <pfn> [k=v [..]]

This option may be specified multiple times. Each specification popul atesinstance pref-
erences. Preferences control the extend of log information, or the output format string
tousein listings.

The keysformat and level are recognized as of thiswriting.

There are no defaullts.

If not in file-driven mode, a single command can be specified with its arguments.

Default isto use interactive mode.

displays the version of Pegasus you are using.

Regular and planned program terminations will result in an exit code of 0. Abnormal termination will result in anon-

zero exit code.

371



Command Line Tools

Files

$PEGASUS HOM E/etc/proper-
ties

$HOME/.pegasusrc

pegasus;jar

Environment Variables

contains the basic properties with all configurable options.

contains the basic properties with all configurable options.

contains al compiled Java bytecode to run the replica manager.

PEGASUS HOME isthe suggested base directory of your the execution environment.

JAVA_HOME should be set and point to a valid location to start the intended Java virtual machine as $JA-
VA_HOME/bin/java.

CLASSPATH should be set to contain all necessary files for the execution environment. Please make sure
that your CLASSPATH includes pointer to the replicaimplementation required jar files.

Properties

The complete branch of properties pegasus.catalog.replicaincluding itself areinterpreted by the prototype. While the
pegasus.catal og.replica property itself steers the backend to connect to, any meaning of branched keys is dependent
on the backend. The same key may have different meanings for different backends.

pegasus.catalog.replica

pegasus.catalog.replica.file
pegasus.catalog.replica.db.driver

pegasus.catalog.replica.db.url

pegasus.catalog.replica.db.user

pegasus.catalog.replica.db.pass-
word

pegasus.catalog.repli-
ca.chunk.size

Commands

determines the name of the implementing classto load at run-time. If the class
resides in org.griphyn.common.catalog.replica no prefix is reguired. Other-
wise, the fully qualified class name must be specified.

is used by the SimpleFile implementation. It specifiesthe path to thefileto use
as the backend for the catal og.

is used by a simple rDBMs implementation. The string is the fully-qualified
class name of the JDBC driver used by the RDBM S implementer.

isthe IDBC URL to use to connect to the database.

is used by a simple rDBMS implementation. It constitutes the database user
account that containsthe RC_LFN and RC_ATTR tables.

is used by a smple RDBMS implementation. It constitutes the database user
account that contains the RC_LFN and RC_ATTR tables.

is used by the pegasus-rc-client for the bulk insert and delete operations. The
value determines the number of lines that are read in at a time, and worked
upon at together.

The command line tool provides a simplified shell-wrappable interface to manage a replica catalog backend. The
commands can either be specified in afile in bulk mode, in a pipe, or as additional arguments to the invocation.

Note that you must escape special characters from the shell.

help
exit, quit
clear

insert <Ifn><pfn> [k=v [...]]

displays a small resume of the commands.
should only be used in interactive mode to exit the interactive mode.
drops all contents from the backend. Use with special care!

inserts agiven Ifn and pfn, and an optional site string into the backend. If the
siteis not specified, anull valueisinserted for the site.
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delete <Ifn> <pfn>[k=v[...]]

lookup <Ifn>[<Ifn>[...]]
remove <Ifn> [<Ifn>[...]]

list [Ifn <pat>] [pfn <pat>]
[<name> <pat>]

set [var [valug]]

Database Schema

removes a triple of Ifn, pfn and, optionally, site from the replica backend. If
the site was not specified, all matches of the Ifn pfn pairs will be removed,
regardiess of the site.

retrieves one or more mappings for a given Ifn from the replica backend.
removes all mappings for each Ifn from the replica backend.

obtains all matches from the replica backend. If no arguments were specified,
all contents of the replicabackend are matched. Y ou must usetheword Ifn, pfn
or <name> before specifying a pattern. The pattern is meaningful only to the
implementation. Thus, a SQL implementation may chose to permit SQL wild-
card characters. A memory-resident service may chose to interpret the pattern
asregular expression.

sets an interna variable that controls the behavior of the front-end. With no
arguments, all possible behaviors are displayed. With one argument, just the
matching behavior is listed. With two arguments, the matching behavior is set
tothevalue.

The tables are set up as part of the PEGASUS database setup. The files concerned with the database have a suffix

-rc.gql.

Authors

KaranVahi <vahi at isi dot edu>

Gaurang Mehta<gnet ha at i si

dot edu>

Jens-S. Vockler <voeckl er at isi dot dot edu>

Pegasus Team http://pegasus.isi.edu/
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Name

pegasus-remove — removes a workflow that has been planned and submitted using pegasus-plan and pegasus-run

Synopsis

pegasus-remove [-d dagid] [-v] [rundir]

Description

The pegasus-remove command remove a submitted/running workflow that has been planned and submitted using
pegasus-plan and pegasus-run. The command can be invoked either in the planned directory with no options and
arguments or just the full path to the run directory.

Another way to remove aworkflow iswith the pegasus-halt command. The difference is that pegasus-halt will allow
current jobs to finish gracefully before stopping the workflow.

Options

By default pegasus-remove does not require any options or arguments if invoked from within the planned workflow
directory. If running the command outside the workflow directory then afull path to the workflow directory needsto
be specified or the dagid of the workflow to be removed.

pegasus-remove takes the following options:

-d dagid, --dagid The workflow dagid to remove

dagid

-v, --verbose Raises debug level. Each invocation increase the level by 1.

rundir Is the full qualified path to the base directory containing the planned workflow DAG and
submit files. Thisis optional if pegasus-remove command is invoked from within the run
directory.

Return Value

Files

If the workflow is removed successfully pegasus-remove returns with an exit code of 0. However, in case of error, a
non-zero exit code indicates problems. An error message clearly marks the cause.

The following files are opened:

braindump Thisfileislocated intherundir. pegasus-remove usesthisfileto find out pathsto severa other files.

Environment Variables

PATH The path variable is used to locate binary for condor _rm.

See Also

pegasus-plan(1), pegasus-run(1)

Authors

Gaurang Mehta <gmehta at isi dot edu>

Jens-S. Vockler <voeckler at isi dot edu>
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Name

pegasus-run — executes a workflow that has been planned using * pegasus-plan*.

Synopsis

pegasus-run [-Dproperty=value...][-c propsfile][-d level]
[-V][--grid*][rundir]

Description

The pegasus-run command executes a workflow that has been planned using pegasus-plan. By default pegasus-run
can beinvoked either in the planned directory with no options and arguments or just the full path to the run directory.
pegasus-run aso can be used to resubmit a failed workflow by running the same command again.

Options

By default pegasus-run does not require any options or arguments if invoked from within the planned workflow
directory. If running the command outside the workflow directory then a full path to the workflow directory needs

to be specified.

pegasus-run takes the following options

-Dproperty=value

-c propsfile, --conf
propsfile

-d level , --debug level
-v, --verbose

--grid

rundir

Return Value

The -D option allows an advanced user to override certain properties which influence
pegasus-run. One may set several CLI properties by giving this option multiple times.

The -D option(s) must be the first option on the command line. CLI properties take
precedence over the file-based properties of the same key.

See the PROPERTI ES section below.

Provide a property file to override the default Pegasus properties file from the planning
directory. Ordinary users do not need to use this option unless the specifically want to
override several properties

Set the debug level for the client. Default is 0.

Raises debug level. Each invocation increase the level by 1.

Enable grid checks to seeif your submit machineis GRID enabled.

Is the full qualified path to the base directory containing the planned workflow DAG

and submit files. Thisis optiona if the pegasus-run command is invoked from within
the run directory.

If the workflow is submitted for execution pegasus-run returns with an exit code of 0. However, in case of error, a
non-zero return value indicates problems. An error message clearly marks the cause.

Files

The following files are created, opened or written to:

braindump Thisfileislocated in the rundir. pegasus-run uses thisfile to find out paths to
severa other files, properties configurations etc.
pegasus.?????????.properties Thisfileislocated in the rundir. pegasus-run usesthis properties file by default

to configure itsinternal settings.
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wor kflowname.dag pegasus-run uses the workflowname.dag or workflowname.sh file and submits
it either to condor for execution or runsit locally in a shell environment

Properties

pegasus-run reads its properties from several locations.

RUNDIR/pega- The default location for pegasus-run to read the properties from

SUS.??????7???.properties

--conf propfile properties file provided in the conf option replaces the default properties file
used.

$HOM E/.pegasusrc will be used if neither default rundir properties or --conf propertiesfile are
found.

Additionally properties can be provided individually using the -Dprop-
key=propvalue option on the command line before all other options. These
properties will override properties provided using either --conf or RUNDIR/
pegasus.???????.properties or the SHOME/.pegasusrc

The merge logic is CONF PROPERTIES || DEFAULT RUNDIR PROP-
ERTIES || PEGASUSRC overriden by Command line properties

Environment Variables

PATH The path variable is used to locate binaries for condor-submit-dag, condor-dagman, condor-submit,pega-
sus-submit-dag, pegasus-dagman and pegasus-monitord

See Also

pegasus-plan(l)

Authors

Gaurang Mehta<gnehta at isi dot edu>
Jens-S. Vockler <voeckl er at isi dot edu>

Pegasus Team http://pegasus.isi.edu
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Name
pegasus-s3 — Upload, download, delete objectsin Amazon S3

Synopsis

pegasus-s3 help

pegasus-s3 Is[options] URL

pegasus-s3 mkdir [options] URL...
pegasus-s3 rmdir [options] URL...
pegasus-s3 rm [options] [URL.. ]
pegasus-s3 put [options] FILE URL
pegasus-s3 get [options] URL [FILE]
pegasus-s3 Isup [options] URL

pegasus-s3 rmup [options] URL [UPLOAD]
pegasus-s3 cp [options] SRC... DEST

Description

pegasus-s3 is a client for the Amazon S3 object storage service and any other storage services that conform to the
Amazon S3 API, such as Eucalyptus Walrus.

Options
Global Options
-h, --help Show help message for subcommand and exit
-d, --debug Turn on debugging
-v, --verbose Show progress messages
-C FILE, --con- Path to configuration file
f=FILE
Is Options
-l, --long  Uselong listing format that includes size, etc.
rm Options
-f, --force If the URL does not exist, then ignore the error.
-FFILE, -- File containing alist of URLsto delete
file=FILE
put Options
-r, --recursive Upload dl filesin the directory named FILE to keys with prefix URL.

-c X, --chunksize=X Set the chunk size for multipart uploadsto X MB. A value of 0 disables multipart uploads.
Thedefaultis10MB, theminis5MB and the max is 1024MB. This parameter only applies
for sites that support multipart uploads (see multipart_uploads configuration parameter
in the CONFIGURATION section). The maximum number of chunks is 10,000, so if
you are uploading alargefile, then the chunk size is automatically increased to enable the
upload. Choose smaller values to reduce the impact of transient failures.

-p N, --parallel=N Use N threads to upload FILE in parallel. The default value is 4, which enables parallel
uploads with 4 threads. This parameter is only valid if the site supports mulipart uploads
and the --chunksize parameter is not 0. Otherwise parallel uploads are disabled.

-b, --create-bucket Create the destination bucket if it does not already exist
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get Options

-r , --recursive Download all keysthat match URL exactly or begin with URL+"/". For example, pegasus-s3

get -r s3://u@h/bucket/key will match both key and key/foo but not keyfoo. Since S3 allows
namesto exist as both keys (the bare key) and folders (the key in key/foo), but file systems do
not, you will get an error when using -r/--r ecur sive on a bucket that contains such duplicate
names. An entire bucket can be downloaded at once by specifying only the bucket name in
URL.

-c X, --chunksize=X  Set the chunk size for parallel downloads to X megabytes. A value of O will avoid chunked

reads. This option only applies for sites that support ranged downloads (see ranged_down-
loads configuration parameter). The default chunk size is 10MB, the min is IMB and the
max is 1024MB. Choose smaller values to reduce the impact of transient failures.

-p N, --parallel=N Use N threads to upload FILE in parallel. The default value is 4, which enables parallel

rmup Options

downloads with 4 threads. This parameter isonly valid if the site supports ranged downloads
and the --chunksize parameter is not 0. Otherwise parallel downloads are disabled.

-a, —-all  Cancel al uploads for the specified bucket

cp Options

-C, --Create-dest Create the destination bucket if it does not exist.

-r , --recursive If SRC is a bucket, copy al of the keys in that bucket to DEST. In that case DEST must

be a bucket.

-f, --force If DEST exists, then overwriteiit.

Subcommands

pegasus-s3 has several subcommands for different storage service operations.

help The help subcommand lists al available subcommands.

Is Thelssubcommand liststhe contentsof aURL. If the URL does not contain abucket, then all the buckets
owned by the user arelisted. If the URL contains a bucket, but no key, then all the keysin the bucket are
listed. If the URL contains a bucket and a key, then all keys in the bucket that begin with the specified
key are listed.

mkdir The mkdir subcommand creates one or more buckets.

rmdir Thermdir subcommand del etes one or more buckets from the storage service. In order to delete abucket,
the bucket must be empty.

rm The rm subcommand del etes one or more keys from the storage service.

put The put subcommand stores the file specified by FILE in the storage service under the bucket and key

specified by URL. If the URL containsabucket, but not akey, then thefilenameisused asthekey. If URL
endswitha"/", then thefile nameis appended to the URL to create the key name (e.g. pegasus-s3 put foo
s3://lu@h/bucket/key will create a key called "key", while pegasus-s3 put foo s3://u@h/bucket/key/ will
create akey called "key/foo". The same istrue of directories when used with the -r/--r ecur sive option.

The put subcommand can do both chunked and parallel uploadsif the service supports multipart uploads
(see multipart_uploadsin the CONFIGURATION section). Currently only Amazon S3 supports mul-
tipart uploads.

This subcommand will check the size of the file to make sureit can be stored before attempting to storeit.

Chunked uploads are useful to reduce the probability of an upload failing. If an upload is chunked, then
pegasus-s3 issues separate PUT requests for each chunk of the file. Specifying smaller chunks (using --
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get

Isup

rmup

cp

chunksize) will reduce the chances of an upload failing due to a transient error. Chunksizes can range
from 5 MB to 1GB (chunk sizes smaller than 5 MB produced incomplete uploads on Amazon S3). The
maximum number of chunksfor any singlefileis 10,000, so if alargefileis being uploaded with a small
chunksize, then the chunksize will be increased to fit within the 10,000 chunk limit. By default, the file
will be splitinto 10 MB chunksif the storage service supports multipart uploads. Chunked uploads can be
disabled by specifying achunksize of 0. If the upload ischunked, then each chunk isretried independently
under transient failures. If any chunk fails permanently, then the upload is aborted.

Parallel uploads can increase performancefor servicesthat support multipart uploads. In aparallel upload
thefileissplit into N chunks and each chunk is uploaded concurrently by one of M threadsin first-come,
first-served fashion. If the chunksize is set to O, then parallel uploads are disabled. If M > N, then the
actual number of threads used will be reduced to N. The number of threads can be specified using the --
parallel argument. If --parallel is 1, then only asingle thread is used. The default valueis 4. Thereis no
maximum number of threads, but it is likely that the link will be saturated by 4 to 8 threads.

Under certain circumstances, when amultipart upload failsit could | eave behind data on the server. When
afailure occurs the put subcommand will attempt to abort the upload. If the upload cannot be aborted,
then a partial upload may remain on the server. To check for partial uploads run the Isup subcommand.
If you see an upload that failed in the output of Isup, then run the rmup subcommand to removeit.

The get subcommand retrieves an object from the storage service identified by URL and storesit in the
file specified by FILE. If FILE isnot specified, then the part of the key after thelast "/" isused asthefile/
directory name, and the results are placed in the current working directory. If FILE endswitha"/", then
the last component of the key name is appended to FILE to create the output path (e.g. pegasus-s3 get
s3:/lu@h/bucket/key /tmp/ will create afile called /tmp/key while pegasus-s3 get s3://u@h/bucket/key /
tmp/foo will put the contents of key in afile called /tmp/foo). The sameis true of folders/directories with
the -r/--recur sive option.

The get subcommand can do both chunked and parallel downloads if the service supports ranged down-
loads (seeranged_downloadsinthe CONFIGURATION section). Currently only Amazon S3 hasgood
support for ranged downloads. Eucalyptus Walrus supports ranged downloads, but version 1.6 isincon-
sistent with the Amazon interface and has a bug that causes ranged downloads to hang in some cases. It
is recommended that ranged downloads not be used with Walrus 1.6.

Chunked downloads can be used to reduce the probability of a download failing. When a download is
chunked, pegasus-s3 issues separate GET requests for each chunk of thefile. Specifying smaller chunks
(using --chunksize) will reduce the chances that a download will fail to do a transient error. Chunk
sizes can range from 1 MB to 1 GB. By default, a download will be split into 10 MB chunks if the site
supports ranged downloads. Chunked downloads can be disabled by specifying a --chunksize of 0. If
a download is chunked, then each chunk is retried independently under transient failures. If any chunk
fails permanently, then the download is aborted.

Parallel downloads can increase performance for services that support ranged downloads. In a parallel
download, the file to be retrieved is split into N chunks and each chunk is downloaded concurrently by
one of M threadsin afirst-come, first-served fashion. If the chunksize is O, then parallel downloads are
disabled. If M > N, then the actual number of threads used will be reduced to N. The number of threads
can be specified using the --parallel argument. If --parallel is 1, then only a single thread is used. The
default value is 4. There is no maximum number of threads, but it islikely that the link will be saturated
by 4 to 8 threads.

The Isup subcommand lists active multipart uploads. The URL specified should point to a bucket. This
command is only valid if the site supports multipart uploads. The output of this command is a list of
keys and upload IDs.

This subcommand is used with rmup to help recover from failures of multipart uploads.

The rmup subcommand cancels and active upload. The URL specified should point to a bucket, and
UPLOAD isthelong, complicated upload ID shown by the Isup subcommand.

This subcommand is used with Isup to recover from failures of multipart uploads.

The cp subcommand copies keys on the server. Keys cannot be copied between accounts.
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URL Format

All URLsfor objects stored in S3 should be specified in the following format:

s3[s]:// USER@I TE[ / BUCKET] / KEY] ]

The protocol part can be s3:// or s3s.//. If s3s:// is used, then pegasus-s3 will force the connection to use SSL and
overridethe setting in the configuration file. If s3:// isused, then whether the connection uses SSL or not is determined
by the value of the endpoint variable in the configuration for the site.

The USER@S TE part isrequired, but the BUCKET and KEY parts may be optional depending on the context.

The USER@SITE portion is referred to as the “identity”, and the STE portion is referred to as the “site”. Both the
identity and the site are looked up in the configuration file (see CONFIGURATION) to determine the parameters
to use when establishing a connection to the service. The site portion is used to find the host and port, whether to
use SSL, and other things. The identity portion is used to determine which authentication tokens to use. This format
is designed to enable users to easily use multiple services with multiple authentication tokens. Note that neither the
USER nor the S TE portion of the URL have any meaning outside of pegasus-s3. They do not refer to real usernames
or hostnames, but are rather handles used to look up configuration values in the configuration file.

The BUCKET portion of the URL isthe part between the 3rd and 4th slashes. Buckets are part of aglobal namespace
that is shared with other users of the storage service. As such, they should be unique.

The KEY portion of the URL is anything after the 4th slash. Keys can include slashes, but S3-like storage services
do not have the concept of a directory like regular file systems. Instead, keys are treated like opague identifiers for
individual objects. So, for example, the keys a/b and a/c have a common prefix, but cannot be said to be in the same
directory.

Some example URLs are:

s3:// ewa@nazon

s3://juve@kynet/ gi deon. i si.edu

s3://juve@ragel | an/ pegasus-i mages/ cent os-5. 5- x86_64-20101101. part. 1
s3s:// ewa@mazon/ pegasus-i mages/ data. tar. gz

Configuration

Each user should specify a configuration file that pegasus-s3 will use to look up connection parameters and authen-
tication tokens.

Search Path

This client will look in the following locations, in order, to locate the user’ s configuration file:
1. The-C/--conf argument

2. The S3CFG environment variable

3. $HOME/.pegasus/s3cfg

4. $HOME/.s3cfg

If it does not find the configuration filein one of these locationsit will fail with an error. The SHOME/.s3cfg location
is only supported for backward-compatibility. $HOME/.pegasus/s3cfg should be used instead.

Configuration File Format

The configuration fileisin INI format and contains two types of entries.

The first type of entry is a site entry, which specifies the configuration for a storage service. This entry specifies the
service endpoint that pegasus-s3 should connect to for the site, and some optional features that the site may support.
Here is an example of asite entry for Amazon S3:

[ amazon]
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endpoi nt = http://s3. anmazonaws. com

The other type of entry is an identity entry, which specifies the authentication information for a user at a particular
site. Here is an example of an identity entry:

[ pegasus@nazon]
access_key = 90c4143642cb097c88f e2ec66cedadde
secret _key = a0e3840e5baee6abb08be68e81674dca

Itisimportant to note that user names and site names used are only |logical—they do not correspond to actual hostnames
or usernames, but are simply used as a convenient way to refer to the services and identities used by the client.

The configuration file should be saved with limited permissions. Only the owner of the file should be able to read
from it and writeto it (i.e. it should have permissions of 0600 or 0400). If the file has more liberal permissions, then
pegasus-s3 will fail with an error message. The purpose of thisis to prevent the authentication tokens stored in the
configuration file from being accessed by other users.

Configuration Variables

endpoint (site) The URL of the web service endpoint. If the URL begins with https, then SSL
will be used.

max_object_size (site) The maximum size of an object in GB (default: 5GB)

multipart_uploads (site) Does the service support multipart uploads (True/False, default: False)

ranged_downloads (site) Does the service support ranged downloads? (True/False, default: False)

access key (identity) The access key for the identity

secret_key (identity) The secret key for the identity

Example Configuration

Thisisan example configuration that specifies atwo sites (amazon and magellan) and three identities (pegasus @-
mazon,j uve@ragel | an,andvoeckl er @magel | an). For the amazon site the maximum object sizeis5TB, and
the site supports both multipart uploads and ranged downloads, so both uploads and downloads can bedonein parallel.

[ amazon]

endpoint = https://s3.amazonaws. com
max_obj ect _si ze = 5120

mul tipart_upl oads = True
ranged_downl oads = True

[ pegasus@mazon]
access_key 90c4143642ch097c88f e2ec66cedadde
secret _key a0e3840e5baee6abb08be68e81674dca

[ magel | an]

# NERSC Magellan is a Eucal yptus site. It doesn't support nultipart uploads,
# or ranged downl oads (the defaults), and the naxi num object size is 5CGB

# (al so the default)

endpoint = https://128.55.69. 235: 8773/ servi ces/ Wl rus

[j uve@magel | an]
access_key = quwef ahsdpfw kewgj sdoi j | dsdf
secret _key asdf a9wej al sdj f1j asl dj fasdfa

[ voeckl er @magel | an]

# Each site can have nultiple associated identities
access_key asdkf aweasdf baei whkj f bagwhei

secret _key asdhf ui nakw el f uhal sdf | ahsdl

Example

List al buckets owned by identity user @amazon:

$ pegasus-s3 |'s s3://user @nmazon
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List the contents of bucket bar for identity user @amazon:

$ pegasus-s3 |s s3://user @nazon/ bar

List al objectsin bucket bar that start with hello:

$ pegasus-s3 |'s s3://user @nmazon/ bar/ hel | o

Create a bucket called mybucket for identity user @amazon:
$ pegasus-s3 nkdir s3://user @mazon/ mybucket
Delete a bucket called mybucket:

$ pegasus-s3 rndir s3://user @nazon/ nybucket

Upload afile foo to bucket bar:

$ pegasus-s3 put foo s3://user @nazon/ bar/foo

Download an object foo in bucket bar:

$ pegasus-s3 get s3://user @nmazon/ bar/foo foo

Upload afilein parallel with 4 threads and 100MB chunks:

$ pegasus-s3 put --parallel 4 --chunksize 100 foo s3://user @nazon/ bar/foo

Download an object in parallel with 4 threads and 100MB chunks:

$ pegasus-s3 get --parallel 4 --chunksize 100 s3://user @nazon/ bar/foo foo

List al partial uploads for bucket bar:

$ pegasus-s3 | sup s3://user @nazon/ bar

Remove dl partial uploads for bucket bar:

$ pegasus-s3 rnup --all s3://user @mazon/ bar

Return Value

pegasus-s3returns azero exist statusif the operation is successful. A non-zero exit statusisreturned in case of failure.

Author

Gideon Juve <gi deon@ si . edu>

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-sc-converter — A client to convert site catalog from one format to another format.

Synopsis

Description

pegasus-sc-converter [-v] [-V] [-h] [-Dproperty=value...]

[-1 fmt] [-O fmi]
-i infile],infile,...] -0 outfile

The pegasus-sc-converter program is used to convert the site catalog from one format to another.

Currently, the following formats of site catalog exist.

XML4

XML3

This format is a superset of previous formats. All information about a site that can be described about a
site can be described in thisformat. In addition, the user has finer grained control over the specification of
directories and FTP serversthat are accessible at the head node and the worker node. The user can also
specify which different file-servers for read/write operations

A sample entry in this format looks as follows

<site handl e="o0sg" arch="x86" os="LINUX" osrel ease="" osversion="" glibc="">

<grid type="gt2" contact="viz-login.isi.edul/jobmanager-pbs" schedul er="PBS"
j obtype="conpute"/>

<grid type="gt2" contact="viz-login.isi.edul/jobmanager-fork" schedul er="Fork"
j obtype="auxillary"/>

<directory path="/tnp" type="|ocal -scratch">
<file-server operation="put" url="file:///tnp"/>
</directory>

<profile namespace="pegasus" key="styl e">condor</profile>
<profile namespace="condor" key="universe">vanilla</profile>
</site>

This format conforms to the XML schema found at http://pegasus.isi.edu/schema/sc-4.0.xsd.

This format is a superset of previous formats. All information about a site that can be described about a
site can be described in thisformat. In addition, the user has finer grained control over the specification of
directories and FTP servers that are accessible at the head node and the worker node.

A sample entry in this format |ooks as follows

<site handle="local" arch="x86" os="LINUX">
<grid type="gt2" contact="viz-login.isi.edu/jobmanager-pbs" schedul er ="PBS"
j obtype="conpute"/>
<grid type="gt2" contact="viz-login.isi.edu/jobmanager-fork" schedul er="Fork"
j obtype="auxillary"/>
<head-f s>
<scrat ch>
<shar ed>
<file-server protocol ="gsiftp" url="gsiftp://viz-login.isi.edu" nount-point="/
scratch">
</file-server>
<i nternal - mount - poi nt nount - poi nt="/scratch" free-size="null" total-size="null"/>
</ shar ed>
</ scratch>
<st or age>
<shar ed>
<file-server protocol ="gsiftp" url="gsiftp://viz-login.isi.edu" nount-point="/
scratch">
</file-server>
<i nternal - mount - poi nt nount - poi nt="/scratch" free-size="null" total-size="null"/>
</ shar ed>
</ st or age>
</ head-f s>
<replica-catalog type="LRC' url="rlsn://smarty.isi.edu">
</replica-catal og>
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<profile namespace="env" key="GLOBUS_LOCATI ON' >/ nfs/software/gl obus/defaul t</profile>
<profil e namespace="env" key="LD LI BRARY_PATH' >/ nfs/software/ gl obus/defaul t/lib</
profil e>

<profil e nanmespace="env" key="PEGASUS HOVE"' >/nfs/software/pegasus/defaul t</profile>
</site>

This format conforms to the XML schema found at http://pegasus.isi.edu/schema/sc-3.0.xsd.

Options

-i infilgl,infile,...], --input in- The comma separated list of input filesthat need to be converted to afilein the
filg[,infile,...] format specified by --ofor mat option.
-o outfile, --output outfile The output file to which the output needs to be written out to.

Other Options

-O fmt, --oformat The output format of the output file.

i Valid values for the output format is XML 3, XML 4.
-v, --verbose Increases the verbosity of messages about what is going on.
By default, all FATAL ERROR, ERROR , WARNINGS and INFO messages are logged.
-V, --version Displays the current version number of the Pegasus Workflow Planner Software.
-h, --help Displays all the options to the pegasus-plan command.
Example
pegasus-sc-converter -i sites.xm -0 sites.xm.new -O XWM.3 -vvvvv

Authors

Karan Vahi <vahi at isi dot edu>
Gaurang Mehta<gnehta at isi dot edu>

Pegasus Team http://pegasus.isi.edu
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Name
pegasus-service — Runs the Pegasus Service server
Synopsis
pegasus-ser vice [options]
Options

-H, --host Hostname on which the service listens for request. Default: 127.0.0.1s
-p, --port Port on which the service listens for requests. Default: 5000
-d, --debug Enable debugging

-h, --help Print help message

Configuration

The authentication/authorization settings can be specified in the configuration file.

Authors

Pegasus Team <pegasus@ si . edu>
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Name
pegasus-statistics — A tool to generate statistics about the workflow run.

Synopsis

pegasus-statistics [-h|--help]
[-o]--output dir]
[-c]--conf propfile]
[-p|--statistics-level level]
[-t|--time-filter filter]
[-i|--ignor e-db-inconsistency]
[-v]--verbose]
[-al-quiet]
[-m]--multiple-wf]
[-pl--ispmc]
[-u]--isuuid]
[[submitdir ..] | [workflow_uuid ..]]

Description

pegasus-statistics generates statistics about the workflow run like total jobs/tasks/sub workflows ran, how many suc-
ceeded/failed etc. It generates job instance statistics like run time, condor queue delay etc. It generates invocation
statistics information grouped by transformation name. It also generates job instance and invocation statistics infor-
mation grouped by time and host.

Options
-h, --help Prints a usage summary with all the available command-line options.
-odir, --output dir Writes the output to the given directory.

-c propfile, --conf propfile The propertiesfile to use. This option overrides al other property files.

-slevel , --statistics-level level Specifies the statistics information to generate. Valid levels are: all, summa-
ry, wf_stats, jb_stats, tf_stats, and ti_stats. Default is summary. The output
generated by pegasus-statistics is based on the the level set:

« all: generates al the statistics information.

e summary: generates the workflow statistics summary. In the case of a hier-
archical workflow the summary is across all sub workflows.

« wf_stats: generates the workflow statistics information of each individual
workflow. In case of ahierarchical workflow the workflow statistics are cre-
ated for each sub workflow.

* jb_stats: generates the job statistics information of each individual work-
flow. In case of hierarchical workflow the job statistics is created for each
sub workflows. Note: Not supported when generating statistics over multiple
workflows.

 tf_stats: generates the invocation statistics information of each individual
workflow grouped by transformation name .In case of hierarchical workflow
the transformation statisticsis created for each sub workflows.

 ti_stats: generates the job instance and invocation statistics like total count
and runtime grouped by time and host.

-t filter , --time-filter filter Specifies the time filter to group the time statistics. Valid filter values are:
month, week, day, hour. Default is day.
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-i, --ignore-db-inconsistency

-v, --verbose

-q, --quiet

-m, --multiple-wf

-p, --ispmc

-u, --isuuid

Example

Turn off the the check for database consistency.

Increases the log level. If omitted, the default level will be set to WARNING.
When this option is given, the log level is changed to INFO. If this option is
repeated, the log level will be changed to DEBUG.

Decreasesthelog level. If omitted, the default level will be set to WARNING.
When this option is given, thelog level is changed to ERROR.

Set this option when generating statistics over more than one workflow. The
tool automatically setsthisflag if multiple submit directories or multiple work-
flow UUIDs are provided. This option would need to be set explicitly only to
generate statisticsover all workflowsin asingle STAMPEDE database. NOTE:
When workflows are specified as UUIDs the --conf options needs to be set for
the tool to determine the STAMPEDE database URL.

Set this flag to generate statistics for workflows which are run with PMC clus-
tering enabled. It is recommended that this option be used when calculating
statistics over multiple workflow runs.

Set this option if the positional argument are workflow UUIDs. NOTE: When
workflows are specified as UUI Dsthe --conf options needsto be set for the tool
to determine the STAMPEDE database URL.

Runs pegasus-statistics and writes the output to the given directory:

$ pegasus-statistics -o /scratch/statistics /scratch/grid-setup/run0001

Runs pegasus-statistics over aworkflow run identified by a single workflow UUID:

$ pegasus-statistics --conf pegasusrc --isuuid 316f2986-7754-44ec-8b38-fcd0cb602cel

Runs pegasus-statistics over aworkflow run identified by a multiple workflow UUID:

$ pegasus-statistics --conf pegasusrc --isuuid 316f2986-7754- 44ec- 8b38-fcd0Och602cel \
7ef 77af 8- 4eb2- 45ca- b37d- c5a02186133a

Runs pegasus-statistics over al workflows in the STAMPEDE database:

$ pegasus-statistics --conf pegasusrc --nultiple-w

Authors

Prasanth Thomas Rajiv Mayani

Pegasus Team http://pegasus.isi.edu
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pegasus-status — Pegasus workflow- and run-time status

Synopsis

pegasus-status[-h|--help]
[-V[--version] [-v|--verbose] [-d|--debug]
[-w[--watch [9]]
[-L|--[no]legend] [-c|--[no]color] [-U]--[no]utf8]
[-QJ--[no]queug] [-i|--[no]idl€] [--[no]held]
[--[no]heavy] [-S}--[no]success]
[-j|-jobtype jt] [-s|--site sid]
[-u]--user name]
{ [-I--long] | [-r|--rows] }
[rundir]

Description

pegasus-status showsthe current state of the Condor Q and aworkflow, depending on settings. If no valid run directory
could be determined, including the current directory, pegasus-status will show all jobs of the current user and no
workflows. If arun directory was specified, or the current directory isavalid run directory, status about the workflow

will aso be shown.

Many options will modify the behavior of this program, not withstanding a proper UTF-8 capable terminal, watch
mode, the presence of jobs in the queue, progress in the workflow directory, etc.

Options

-h, --help
-V, --version

-w [sec] , --watch
[sec]

-L, --legend, --
nolegend

-c, --color , --nocol-
or

-U, --utf8, --noutf8

-Q, --queue, --no-
queue

Prints a concise help and exits.
Prints the version information and exits.

This option enables the watch mode. In watch mode, the program repeatedly polls the status
sources and shows them in an updating window. The optional argument sec to this option
determines how often these sources are polled.

We strongly recommend to set thisinterval not too low, as frequent polling will degrade the
scheduler performance and increase the host load. In watch mode, the terminal size is the
limiting factor, and parts of the output may be truncated to fit it onto the given terminal.

Watch mode is disabled by default. The sec argument defaults to 60 seconds.
This option shows a legend explaining the columns in the output, or turns off legends.
By default, legends are turned off to save terminal real estate.

This option turns on (or off) ANSI color escape sequences in the output. The single letter
option can only switch on colors.

By default, colors are turned off, asthey will not display well on aterminal with black back-
ground.

Thisoption turnson (or off) the output of Unicode box drawing characters as UTF-8 encoded
sequences. The single option can only turn on box drawing characters.

The defaults for this setting depend on the LANG environment variable. If the variable con-
tains a value ending in something indicating UTF-8 capabilities, the option is turned on by
default. It is off otherwise.

This option turns on (or off) the output from parsing Condor Q.
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-v, --verbose

-d, --debug

-Uu name, --user
name

-i, --idle, --noidle

--held , --noheld

--heavy , --noheavy

- jt, -—-jobtypejt

-sdite, --sitesite

-l, --long
-r, --rows, --
norows

By default, Condor Q will be parsed for jobs of the current user. If aworkflow run directory
is specified, it will furthermore be limited to jobs only belonging to the workflow.

This option increases the expert level, showing more information about the condor_q state.
Being an incremental option, two increases are supported.

Additionally, the signals SGUSR1 and S GUSR2 will increase and decrease the expert level
respectively during run-time.

By default, the simplest queue view is enabled.

Thisisaninternal debugging tool and should not be used outside the development team. As
incremental option, it will show Pegasus-specific ClassAd tuples for each job, more in the
second level.

By default, debug mode is off.

This option permitsto query the queue for a different user than the current one. This may be
of interest, if you are debugging the workflow of another user.

By default, the current user is assumed.
With this option, jobs in Condor state idle are omitted from the queue outpuit.
By default, idle jobs are shown.

This option enables or disabled showing of the reason ajob entered Condor’ s held state. The
reason will somewhat destroy the screen layout.

By default, the reason is shown.

If the terminal is UTF-8 capable, and output is to aterminal, this option decides whether to
use heavyweight or lightweight line drawing characters.

By default, heavy lines connect the jobs to workflows.

This option filters the Condor jobs shown only to the Pegasus jobtypes given as argument
or arguments to this option. It is a multi-option, and may be specified multiple times, and
may use commarseparated lists. Use this option with an argument help to see all valid and
recognized jobtypes.

By default, all Pegasus jobtypes are shown.

This option limits the Condor jobs shown to only those pertaining to the (remote) site site.
Thisisan multi-option, and may be specified multiple times, and may use comma-separated
lists.

By default, al sites are shown.

This option will show oneline per sub-DAG, including one line for the workflow. If thereis
only asingle DAG pertaining to the rundir, only total will be shown.

This option is mutually exclusive with the --rows option. If both are specified, the --long
option takes precedence.

By default, only DAG totals (sums) are shown.

Thisoptionisshowstheworkflow summary statisticsin rowsinstead of columns. Thisoption
isuseful for sending the statistics in email and later viewing them in a proportional font.

This option is mutually exclusive with the --long option. If both are specified, the --long
option takes precedence.
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By default, the summary is shown in columns.

-S, --success, --no-  Thisoption modifies the previous --long option. It will omit (or show) fully successful sub-
success DAGs from the output.

By default, all DAGs are shown.

rundir This option show statistics about the given DAG that runsin rundir. To gather proper statis-
tics, pegasus-status needs to traverse the directory and all sub-directories. This can become
an expensive operation on shared filesystems.

By default, the rundir is assumed to be the current directory. If the current directory is not
avalid rundir, no DAG statistics will be shown.

Return Value

pegasus-status will typically return success in regular mode, and the termination signal in watch mode. Abnormal
behavior will result in a non-zero exit code.

Example

pegasus-status

pegasus-status -l rundir

pegasus-status-j help

pegasus-status -vvw 300 -L |

Restrictions

This invocation will parse the Condor Q for the current user and show all her
jobs. Additionally, if the current directory is a valid Pegasus workflow direc-
tory, totals about the DAG in that directory are displayed.

As above, but providing a specific Pegasus workflow directory in argument
rundir and requesting to itemize sub-DAGs.

This option will show all permissible job types and exit.

Thisinvocationwill parsethe queue, print itin high-expert mode, show legends,
itemize DAG statistics of the current working directory, and redraw theterminal
every five minutes with updated statistics.

Currently only supports a single (optional) run directory. If you want to watch multiple run directories, | suggest to
open multiple terminals and watch them separately. If that is not an option, or deemed too expensive, you can ask
pegasus-support at isi dot edu to extend the program.

See Also

condor_q(1), pegasus-statistics(1)

Authors

Jens-S. Vockler <voeckl| er at
Gaurang Mehta<gneht a at

Pegasus Team http://pegasus.isi.edu/

i si dot edu>

dot edu>
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Name

pegasus-submit-dag — Wrapper around * condor_submit_dag*. Not to be run by user.

Description

The pegasus-submit-dag is a wrapper that invokes condor_submit_dag. This is started automatically by pega-
sus-run. DO NOT USE DIRECTLY

Return Value

If the workflow is submitted succesfully pegasus-submit-dag exits with O, else exits with non-zero.

Environment Variables

PATH The path variable is used to locate binary for condor _submit_dag and pegasus-dagman
See Also
pegasus-run(1) pegasus-dagman(1)

Authors

Gaurang Mehta<gnehta at isi dot edu>

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-submitdir — Manage a workflow submit directory.

Synopsis

pegasus-submitdir COMMAND [options] SUBMITDIR

Description

pegasus-submitdir is used to manage submit directories generated by the Pegasus planner.

The ar chive command significantly reduces the size of workflow submit directories by compressing the datain away
such that it remains accessible to tools such as pegasus-statistics, pegasus-plots, and pegasus-analyzer.

The extract command reverses the effect of the ar chive command.

The move command relocates a submit directory and updates relevant pointers in the database so that it can still be

accessed through the dashboard.

The delete command removes the submit directory and cleans up any associated recordsin the user’ s master database.

The attach command adds a submit dir to the master database that drives the dashboard.

The detach command removes a submit dir from the master database that drives the dashboard.

Commands

archive SUBMITDIR

extract SUBMITDIR

move SUBMITDIR DEST

delete SUBMITDIR

attach SUBMITDIR

detach [--wf-uuid <WF_UUID>]
SUBMITDIR

Compresses a workflow submit directory in a way that allows pegasus-dash-
board, pegasus-stati stics, pegasus-pl ots, and pegasus-analyzer to keep working.
It creates a gzipped tar archive of the submit files and logs that excludes files
such as the workflow database, braindump file, and monitord logs, which are
used by pegasus reporting tools.

Uncompresses a previously archived submit directory. This option returns the
submit directory to the state it was before pegasus-submitdir ar chive was ap-
pliedtoit.

Move aworkflow submit dir from SUBMITDIR to DEST. This operation up-
dates the relevant database records so that the dashboard continues to function.
DEST can be either an existing directory, in which case the submit dir becomes
a subdirectory, or a new path, in which case the submit dir is renamed. IM-
PORTANT This operation should only be performed on workflows that will
not be resubmitted in the future. Moving a workflow does not update absolute
paths in any of the submit files, so after a workflow has been moved it is not
possibleto rerun it.

Delete aworkflow submit dir. This operation removes all related records from
the user’ smaster database, including ensemble manager records. Del eted work-
flows do not appear in the dashboard.

Add entries for the workflow in SUBMITDIR to the user’s master db. If the
workflow is aready in the master db, then update the db_url and submit_dir
fields to match the actual path of the submit dir. This command will create
master_workflow and master_workflowstate entries in the master db for the
root workflow in SUBMITDIR.

Remove entries for the workflow in SUBMITDIR from the user's master
db. This command will delete any entries in the master_workflow and mas-
ter_workflowstate tables.

393



Command Line Tools

Global Options

-h, --help  Prints a usage summary with all the available command-line options.

Authors
Gideon Juve <gideon@isi.edu [mailto:gideon@isi.edu]>

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-tc-client — A full featured generic client to handle adds, deletes and queries to the Transformation Catalog
(TC).

Synopsis

pegasus-tc-client [-Dproperty=value...] [-h] [-V] [-V]
OPERATION TRIGGERS[OPTIONS

Description

The pegasus-tc-client command is a generic client that performs the three basic operation of adding, deleting and
querying of any Transformation Catalog implemented to the TC API. The client implements all the operations sup-
ported by the TC API. It is up to the TC implementation whether they support all operations or modes.

The following 3 operations are supported by the pegasus-tc-client. One of these operations have to be specified to
run the client.

ADD This operation allows the client to add or update entries in the Transformation Catalog. Entries can be
added one by one on the command line or in bulk by using the BULK Trigger and providing afile with
the necessary entries. Also Profiles can be added to either the logical transformation or the physical
transformation.

DELETE  Thisoperation allowsthe client to del ete entries from the Transformation Catal og. Entries can be delet-
ed based on logical transformation, by resource, by transformation type as well as the transformation
system information. Also Profiles associated with the logical or physical transformation can be deleted.

QUERY This operation allows the client to query for entries from the Transformation Catalog. Queries can be
made for printing all the contents of the Catalog or for specific entries, for all thelogical transformations
Or resources etc.

Seethe TRIGGERS and VALID COMBINATIONS section for more details.

Operations
To select one of the 3 operations.
-a, --add Perform addition operations on the TC.
-d, --delete Perform del ete operations on the TC.
-q, --query Perform query operations on the TC.

Triggers

Triggers modify the behavior of an OPERATION. For example, if you want to perform a bulk operation you would
use a BULK Trigger or if you want to perform an operation on a Logical Transformation then you would use the
LFN Trigger.

Thefollowing 7 Triggersareavailable. Seethe VAL ID COMBINATIONS section for the correct grouping and usage.

-B Triggers abulk operation.

-L Triggers an operation on alogical transformation.
-P Triggers an operation on a physical transformation
-R Triggers an operation on aresource.

-E Triggers an operation on a Profile.
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-T Triggers an operation on a Type.
-S Triggers an operation on a System information.
Options

The following options are applicable for all the operations.

-Dproperty=value The-D options allows an experienced user to override certain propertieswhich
influence the program execution, among them the default location of the user’s
propertiesfile and the PEGA SUS homelocation. Onemay set several CLI prop-
erties by giving this option multiple times. The -D option(s) must be the first
option on the command line. A CLI property take precedence over the proper-
tiesfile property of the same key.

-l, --1fn logical The logica transformation to be added. The format iss NAMES
PACE::NAME:VERSION. The nameisawaysrequired, namespace and ver-
sion are optional.

-p, --pfn physical The physical transformation to be added. For INSTALLED executables its a
local file path, for all othersitsaurl.

-t, --type type The type of physical transformation. Valid values are: INSTALLED,
STATIC_BINARY, DYNAMIC BINARY, SCRIPT, SOURCE, PAC-
MAN_PACKAGE.

-r', --r esour ce resource The resourcel D where the transformation is located.

-e, --profile profiles The profiles for the transformation. Multiple profiles of same name-
space can be added simultaneously by separating them with a com-
ma ",". Each profile section is written as NAMESPACE::KEY=VAL-
UE,KEY2=VALUE2 eg. ENV: : JAVA_HOMVE=/ usr/ bi n/j ava2, PE-
GASUS_HOME=/ usr/ | ocal / pegasus. To add multiple namespaces you
need to repeat the -e option for each namespace. eg. -e ENV:: JA-
VA HOVE=/usr/bin/java -e G.OBUS::JobType=MPI, COUN-
T=10

-S, --system systeminfo The architecture, 0s, osversion and glibc if any for the executable. Each system
info iswritten in the form ARCH::OS:OSVER:GLIBC

-v, --verbose Displays the output in verbose mode (L ots of Debugging info).
-V, --version Displays the Pegasus version.
-h, --help Generates help
Other Options
-0, --oldformat Generates the output in the old single line format
-, --conf path to property file

Valid Combinations
The following are valid combinations of OPERATIONS, TRIGGERS, OPTIONS for the pegasus-tc-client.
ADD

Add TC Entry -a-l Ifn -p pfn -t type -r resource -s system [-e profiles...]

Adds asingle entry into the transformation catal og.
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Add PFN Profile

Add LFN Profile

Add Bulk Entries

DELETE

Deleteall TC

Deleteby LEN

Delete by PFN

Delete by Type

Delete by Resour ce

Delete by Sysinfo

Delete Pfn Profile

Delete Lfn Profile

QUERY

Query Bulk

Query LFN

-a-P-E -p pfn -t type -r resource -e profiles ...

Adds profiles to a specified physical transformation on a given resource and of agiven
type.

-a-L -E -l Ifn-eprofiles ...
Adds profiles to a specified logical transformation.
-a-B -ffile

Adds entries in bulk mode by supplying afile containing the entries. The format of the
file contains 6 columns. E.g.
#RESOURCE ~ LFN PFN TYPE SYSI NFO PROFI LES

isi NS::NAME: VER /bin/date |NSTALLED ARCH: :COS: OSVERS: GLI BC

NS: : KEY=VALUE, KEY=VALUE; NS2: : KEY=VALUE, KEY=VALUE

-d -BPRELST

Deletes the entire contents of the TC.
WARNING : USE WITH CAUTION.
-d-L -l Ifn [-r resource] [-t type]

Deletes entries from the TC for a particular logica transformation and additionally
aresource and or type.

-d-P-I Ifn-p pfn [-r resource] [-t type]

Deletes entries from the TC for a given logical and physical transformation and ad-
ditionally on a particular resource and or of a particular type.

-d -T -t type [-r resource]

Deletes entries from TC of a specific type and/or on a specific resource.
-d -R -r resource

Deletes the entries from the TC on a particular resource.

-d -S-ssysinfo

Deletes the entries from the TC for a particular system information type.
-d -P-E -p pfn -r resource -t type [-e profiles ..]

Deletes al or specific profiles associated with a physical transformation.
-d-L -E -l Ifn-eprofiles.....

Deletes al or specific profiles associated with alogical transformation.

-q -B

Queriesfor al the contents of the TC. It produces afile format TC which can be added
to another TC using the bulk option.

-q -L [-r resource] [-t type]
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Query PFEN

Query Resource

Query LFN Profile

Query Pfn Profile

Properties

Queries the TC for logical transformation and/or on a particular resource and/or of a
particular type.

-q-P -l Ifn [-r resource] [-t type]

Queries the TC for physical transformations for a give logical transformation and/or
on a particular resource and/or of a particular type.

-q-R -l Ifn [-t type]

Queries the TC for resources that are registered and/or resources registered for a spe-
cific type of transformation.

-q-L-E-lIfn
Queriesfor profiles associated with a particular logical transformation
-q -P-E -p pfn -r resource -t type

Queries for profiles associated with a particular physical transformation

These are the properties you will need to set to use either the File or Database TC.

For more details please check the SPEGASUS_HOM E/etc/sample.propertiesfile.

pegasus.catalog.transfor mation I dentifieswhat impel emntation of TC will be used. If relative nameisused then

pegasus.catalog.transfor ma-

tion.file

Files

the path org.griphyn.cPlanner.tc is prefixed to the name and used as the class
name to load. The default value if Text. Other supported modeis File

The file path where the text based TC is located. By default the path $PE-
GASUS HOME/var/tc.datais used.

$PEGASUS HOME/var/tc.data  isthe suggested location for the file corresponding to the Transformation Cat-

alog

$PEGASUS HOME/etc/proper- s the location to specify properties to change what Transformation Catalog

ties

pegasus;jar

Implementation to use and the implementation related PROPERTIES.

contains al compiled Java bytecode to run the Pegasus planner.

Environment Variables

PEGASUS HOME Pathtothe PEGASUS installation directory.

JAVA_HOME

CLASSPATH

Authors

Gaurang Mehta<gneht a at

Karan Vahi <vahi

at

Path to the JAVA 1.4.x installation directory.

The classpath should be set to contain all necessary PEGASUS filesfor the execution environ-
ment. To automatically add the CLASSPATH to you environment, in the $SPEGASUS HOME
directory run the script source setup-user-env.csh or source setup-user-env.sh.

isi

i si dot edu>

dot edu>

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-tc-converter — A client to convert transformation catalog from one format to another format.
Synopsis

pegasus-tc-converter [-Dproperty=value...] [-v] [-q] [-V] [-h]
[-I fmt] [-O fmt]
[-N dbusername] [-P dbpassword] [-U dburl] [-H dbhost]
-i infile],infile,...] -0 outfile

Description

The tc-convert program is used to convert the transformation catalog from one format to another.
Currently, the following formats of transformation catalog exist:
Text Thisis aeasy to read multi line textual format.

A sample entry in this format looks as follows:

tr exanple::keg:1.0 {
site isi {
profile env "JAVA HOME" "/bin/java.1.6"
pfn "/path/tol keg"
arch "x86"
os "1 nux"
osrel ease "fc"
osversion "4"
type "installed"

}

File Thisis atuple based format which contains 6 columns.
RESOURCE LFN PFN TYPE SYSINFO PROFILES
A sample entry in this format looks as follows

isi  exanple::keg:1.0 /path/to/keg |NSTALLED |NTEL32::LINUX: fc_4:
env:: JAVA_HOVE="/bi n/java. 1. 6"

Database Only MySQL is supported for the time being.
Options
-Dproperty=value The-D option allows an experienced user to override certain properties which influence

the program execution, among them the default |ocation of the user’ s properties file and
the PEGASUS HOME location. One may set several CLI properties by giving this
option multiple times.

The -D option(s) must be the first option on the command line. CLI properties take
precedence over the file-based properties of the same key.

-| fmt, --iformat fmt The input format of the input files. Valid values for the input format are: File, Text,
and Database.

-O fmt --oformat fmt The output format of the output file. Valid values for the output format are: File, Text, and
Database.

-i infilg],infile,...] --input infile[,infile,...] The comma separated list of input files that need to be converted to afile
in the format specified by the --ofor mat option.

-ooutfile, --output out-  The output file to which the output needs to be written out to.
file
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Other Options

-N dbusername, --db-user-name  The database user name.

dbusername

-P dbpassword , --db-user-pwd The database user password.

dbpassword

-U dburl, --db-url dburl The database url.

-H dbhost , --db-host dbhost The database host.

-v, --verbose Increases the verbosity of messages about what is going on. By default, all FA-
TAL ERROR, ERROR , CONSOLE and WARNINGS messages are logged.

-q, --quiet Decreasesthe verbosity of messages about what isgoing on. By default, all FA-
TAL ERROR, ERROR , CONSOLE and WARNINGS messages are logged.

-V, --version Displays the current version number of the Pegasus Workflow Planner Soft-
ware.

-h, --help Displays all the options to the pegasus-tc-converter command.

Example
Text to file format conversion
pegasus-tc-converter -i tc.data -1 File -o tc.txt -O Text -v

File to Database(new) format con-
version

pegasus-tc-converter -i tc.data -1 File -N nysqgl _user -P nysql _pwd -U jdbc: nysql://1ocal host:3306/tc
-H local host -O Database -v

Database (username, password,
host, url specified in propertiesfile)
to text format conversion

pegasus-tc-converter -1 Database -o tc.txt -O Text -vvvvv

Authors

Prasanth Thomas

Pegasus Team http://pegasus.isi.edu
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pegasus-transfer — Handles data transfers for Pegasus workflows.

Synopsis

pegasus-transfer [-h]
[--file inputfilg]
[--threads number _threads]
[--max-attempts attempts]
[--threads threads]
[--debug]

Description

pegasus-transfer takes a JSON defined list of urls, either on stdin or with an input file, determines the correct tool to
use for the transfer and executes the transfer. Some of the protocols pegasus-transfer can handle are GridFTP, SCP,
SRM, Amazon S3, Google Storage, XRootD, HTTP, and local cp/symlinking. Failed transfers are retried.

Note that pegasus-transfer is atool mostly used internally in Pegasus workflows, but the tool can be used stand alone
aswell.

Options

Example

-h, --help Prints a usage summary with all the available command-line options.
-f inputfile, --fileinputfile JSON transfer specification. If not given, stdin will be used.
-m, --max-attempts attempts Maximum number of attempts for retrying failed transfers.
-t , --threads number_threads The number of threads to use. This controls the parallelism of transfers.
-d, --debug Enables debugging output.
$ pegasus-transfer
[
{ "type": "transfer",
midho1,
"src_urls": [ { "site_label": "web", "url": "http://pegasus.isi.edu" } ],
"dest_urls": [ { "site_label": "local", "url": "file:///tnmp/index.htm" } ]
}
]
CTRL+D

Credential Handling

Credentials used for transfers can be specified with a combination of site labels in the input JISON format and envi-
ronment variables. For example, give the following input file:

[

{ "type": "transfer",
"idho1,
"src_urls": [ { "site_label": "isi", "url": "gsiftp://workflowisi.edu/data/file.dat" } ],
"dest_urls": [ { "site_label": "tacc_stanpede", "url": "gsiftp://

gridftp.stanmpede.tacc. utexas. edu/scratch/file.dat" } ]
1

pegasus-transfer will expect either one environment variable specifying one credential to be used on both end of the
connection (X509_USER_PROXY), or two separate environment variables specifying two different credentialsto be
used on thetwo ends of the connection. Thethelatter case, the environment variablesare derived fromthe sitelabels. In
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the exampl e above, the environment variables would be named X509_USER_PROXY _isi and X509_USER_PROX-
Y _tacc_stampede

Threading
In order to speed up data transfers, pegasus-transfer will start a set of transfersin parallel using threads.

Preference of GFAL over GUC

JGlobus is no longer actively supported and is not in compliance RFC 2818. As a result cleanup jobs using pega-
sus-gridftp client would fail against the servers supporting the strict mode. We have removed the pegasus-gridftp client
and now use gfal clients as globus-url-copy does not support removes. If gfal is not available, globus-url-copy is used
for cleanup by writing out zero bytes filesinstead of removing them.

If you want to force globus-url-copy to be preferred over GFAL, set the PEGASUS_FORCE_GUC=1 environment

variable in the site catalog for the sites you want the preference to be enforced. Please note that we expect globus-url-
copy support to be completely removed in future releases of Pegasus due to the end of life of Globus Toolkit in 2018.

Author

Pegasus Team http://pegasus.isi.edu
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Name

pegasus-version — print or match the version of the toolkit.

Synopsis

pegasus-version [-Dproperty=value] [-m [-q]] [-V] [-f] [-]]

Description

This program prints the version string of the currently active Pegasus toolkit on stdout.

pegasus-version is asimple command-line tool that reports the version number of the Pegasus distribution being used.
Inits most basic invocation, it will show the current version of the Pegasus software you have installed:

$ pegasus-version

3.1.0cvs

If you want to know more details about the installed version, i.e. which system it was compiled for and when, use

the long or full mode:

$ pegasus-version -

3. 1. 0cvs-x86_64_cent_5.6-20110706191019Z

Options

-Dproperty=value

-f, —-full

-l, --long
-V, --version

--ver bose

Return Value

The-D option allows an experienced user to override certain properties which influence
the program execution, among them the default location of the user’ s properties file and
the PEGASUS HOME location. One may set several CLI properties by giving this
option multiple times.

The -D option(s) must be the first option on the command line. CLI properties take
precedence over the file-based properties of the same key.

The --full mode displays internal build metrics, like OS type and libc version, addition
to the version number. It appends the build time as time stamp to the version. The time
stamp uses | SO 8601 format, and isa UTC stamp.

Thisoption isan alias for --full.
Displays the version of the Pegasus planner you are using.

isignored in this tool. However, to provide a uniform interface for all tools, the option
isrecognized and will not trigger an error.

The program will usually return with success (0). In match mode, if the internal version does not match the external
installation, an exit code of 1 isreturned. If run-time errors are detected, an exit code of 2 isreturned, 3 for fatal errors.

Environment Variables

JAVA_HOME should be set and point to a valid location to start the intended Java virtual machine as $JA-

Example

$ pegasus-version

3.1.0cvs

$ pegasus-version -

VA_HOME/bin/java.

3.1.0cvs-x86_64_cent _5.6-20110706191019Z
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Authors

Jens-S. Vockler <voeckl er at isi dot edu>

Pegasus Team http://pegasus.isi.edu
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Chapter 18. Useful Tips

Migrating From Pegasus 4.5.X to Pegasus current
version

Most of the migrations from one version to another are related to database upgrades, that is addressed by running the
tool pegasus-db-admin.

Database Upgrades From Pegasus 4.5.X to Pegasus current
version

Since Pegasus 4.5 all databases are managed by a single tool: pegasus-db-admin. Databases will be automatically
updated when pegasus-plan isinvoked, but WORKFLOW databases from past runs may not be updated accordingly.
Since Pegasus 4.6.0, the pegasus-db-admin tool provides an option to automatically update all databases from com-
pleted workflows in the MASTER database. To enable this option, run the following command:

$ pegasus-db-adnin update -a
Your dat abase has been updat ed.
Your database is conpatible with Pegasus version: 4.7.0

Verifying and updating workfl ow dat abases:
21/ 21

Summary:

Verified/ Updated: 21/21

Fail ed: 0/21

Unabl e to connect: 0/21

Unabl e to update (active workflows): 0/21

Log files:

20161006T134415- dbadm n. out (Succeeded operations)
20161006T134415-dbadnmi n. err (Failed operations)

This option generates a log file for succeeded operations, and a log file for failed operations. Each file contains the
list of URLSs of the succeeded/failed databases.

Notethat, if no URL isprovided, thetool will create/usea SQL ite databasein the user'shomedirectory: §{HOME}/.pe-
gasus/wor kflow.db.

For complete description of pegasus-db-admin, see the man page.

Migration from Pegasus 4.6 to 4.7

In addition to the database changes, in Pegasus 4.7 the default submit directory layout was changed from aflat structure
where all submit files independent of the number of jobs in the workflow appeared in a single directory. For 4.7, the
default is a hierarchal directory structure two levels deep. To use the earlier layout, set the following property

pegasus. di r. submi t. mapper Fl at

Migrating From Pegasus <4.5 to Pegasus 4.5.X

Since Pegasus 4.5 al databases are managed by a single tool: pegasus-db-admin. Databases will be automatically
updated when pegasus-plan is invoked, but it may require manually invocation of the pegasus-db-admin for other
Pegasus tools.

The check command verifies if the database is compatible with the Pegasus' latest version. If the database is not
compatible, it will print the following message:

$ pegasus-db-adni n check
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Your database is NOT conpatible with version 4.5.0

If you are running the check command for the first time, the tool will prompt the following message:

M ssi ng database tables or tables are not updated:
dbversi on
Run ' pegasus-db-adm n update <path_to_database> to create/update your database.

To update the database, run the following command:

$ pegasus-db-adnmi n update
Your database has been updat ed.
Your database is conpatible with Pegasus version: 4.5.0

The pegasus-db-admin tool can operate directly over a database URL, or can read configuration parameters from
the propertiesfile or a submit directory. In the later case, a database type should be provided to indicate which prop-
erties should be used to connect to the database. For example, the tool will seek for pegasus.catalog.replica.db.*
properties to connect to the IDBCRC database; or seek for pegasus.catalog.master.url (or pegasus.dashboard.output,
which is deprecated) property to connect to the MASTER database; or seek for the pegasus.catal og.workflow.ur! (or
pegasus.monitord.output, which is deprecated) property to connect to the WORKFLOW database. If none of these
properties are found, thetool will connect to the default database in the user's home directory (sglite:///${ HOME}/.pe-
gasus/workflow.db).

Example: connection by providing the URL to the database:

$ pegasus-db-admin create sqlite:///${HOVE}/. pegasus/ wor kf | ow. db
$ pegasus-db-admi n update sqlite:///${HOVE}/. pegasus/ wor kf | ow. db

Example: connection by providing a properties file that contains the information to connect to the database. Note that
a database type (MASTER, WORKFLOW, or JIDBCRC) should be provided:

$ pegasus-db-adnin update -c pegasus.properties -t MASTER
$ pegasus-db-adnin update -c pegasus.properties -t JDBCRC
$ pegasus-db-adnin update -c pegasus.properties -t WORKFLOW

Example: connection by providing the path to the submit directory containning the braindump.txt file, where infor-
mation to connect to the database can be extracted. Note that a database type (MASTER, WORKFLOW, or IDBCRC)
should also be provided:

$ pegasus-db-admin update -s /path/to/subnmitdir -t WORKFLOW
$ pegasus-db-admin update -s /path/to/submitdir -t MASTER
$ pegasus-db-admin update -s /path/to/subnmitdir -t JDBCRC

Notethat, if no URL isprovided, thetool will create/usea SQL ite databasein the user'shomedirectory: ${HOME}/.pe-
gasus/wor kflow.db.

For complete description of pegasus-db-admin, see the man page.

Migrating From Pegasus 3.1 to Pegasus 4.X

With Pegasus 4.0 effort has been made to move the Pegasusinstallation to be FHS compliant, and to make workflows
run better in Cloud environments and distributed grid environments. This chapter isfor existing users of Pegasus who
use Pegasus 3.1 to run their workflows and walks through the steps to move to using Pegasus 4.0

Move to FHS layout

Pegasus 4.0 is the first release of Pegasus which is Filesystem Hierarchy Standard (FHS) [http://www.path-
name.com/fhs/] compliant. The native packages no longer installs under /opt. Instead, pegasus-* binaries are in /usr/
bin/ and example workflows can be found under /usr/share/pegasus/examples/.
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To find Pegasus system components, a pegasus-config tool is provided. pegasus-config supports setting up the envi-
ronment for

¢ Python
o Perl

* Java
* Shell

For example, to find the PY THONPATH for the DAX API, run:

export PYTHONPATH=" pegasus-config --python’

For complete description of pegasus-config, see the man page.

Stampede Schema Upgrade Tool

Starting Pegasus 4.x the monitoring and statistics database schema has changed. If you want to use the pega
sus-statistics, pegasus-analyzer and pegasus-plots against a 3.x database you will need to upgrade the schema
first using the schema upgrade tool /usr/share/pegasus/sql/schema.tool.py or /path/to/pegasus-4.x/share/pegasus/sql/
schema_tool.py

Upgrading the schema is required for people using the MySQL database for storing their monitoring information if
it was setup with 3.x monitoring tools.

If your setup uses the default SQL ite database then the new databases run with Pegasus 4.x are automatically created
with the correct schema. In this case you only need to upgrade the SQLite database from older runs if you wish to
query them with the newer clients.

To upgrade the database

For SQLite Database

cd /to/the/ workflow directory/w th/3.x.nonitord. db
Check the db version

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -c¢ connString=sqlite:////tolthel/ workflow directory/wth/
wor kf | ow. st anpede. db
2012- 02- 29T01: 29: 43. 330476Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. i nit |
2012- 02-29T701: 29: 43. 330708Z | NFO
net | ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schema. start |
2012- 02- 29T01: 29: 43. 348995Z I NFO netl ogger. anal ysi s. schena. schema_check. SchemaCheck. check_schema
| Current version set to: 3.1.
2012- 02-29T01: 29: 43. 349133Z ERROR net | ogger. anal ysi s. schema. schena_check. SchenaCheck. check_schena
| Schena version 3.1 found - expecting 4.0 - database admin will
need to run upgrade tool.

Convert the Database to be version 4.x conpliant

| usr/ shar e/ pegasus/ sql / schema_t ool . py -u connString=sqlite:////tolthe/ workflow directory/wth/
wor kf | ow. st anpede. db
2012- 02- 29T01: 35: 35. 046317Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. i nit |
2012- 02-29T701: 35: 35. 046554Z | NFO
net | ogger. anal ysi s. schena. schema_check. SchemaCheck. check_schema. start |
2012- 02-29T01: 35: 35. 064762Z | NFO  net | ogger. anal ysi s. schema. schena_check. SchenaCheck. check_schena
| Current version set to: 3.1.
2012- 02- 29T01: 35: 35. 064902Z ERROR netl ogger. anal ysi s. schena. schema_check. SchemaCheck. check_schema
| Schema version 3.1 found - expecting 4.0 - database admin will
need to run upgrade tool.
2012- 02- 29T01: 35: 35. 065001Z I NFO netl ogger. anal ysi s. schena. schema_check. SchemaCheck. upgrade_to_4_0
| Upgrading to schema version 4.0.

Verify if the database has been converted to Version 4.x
/ usr/ shar e/ pegasus/ sql / schema_t ool . py -c¢ connString=sqlite:////tolthe/ workflow directory/wth/

wor kf | ow. st anpede. db
2012-02-29T701: 39: 17. 218902Z I NFO netl ogger. anal ysi s. schema. schema_check. SchemaCheck.init |
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2012-02-29T01: 39: 17. 219141Z | NFO
net | ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schena. start |

2012- 02-29T01: 39: 17. 237492Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. check_schema |
Current version set to: 4.0.

2012- 02-29T01: 39: 17. 237624Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. check_schema |
Schema up to date.

For upgrading a MySQL dat abase the steps renmin the sane. The only thing that changes is the
connection String to the database
E. g.

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -u connString=nysql ://usernane: passwor d@er ver : port/ dbnane

After the database has been upgraded you can use either 3.x or 4.x clientsto query the database with pegasus-statistics,
aswell as pegasus-plots and pegasus-analyzer.

Existing users running in a condor pool with a non shared
filesystem setup

Existing users that are running workflowsin acloud environment with anon shared filesystem setup have to do some
trickery inthe site catal og to include placehol dersfor local/submit host paths for execution siteswhen using Condorl O.
In Pegasus 4.0, this has been rectified.

For example, for a 3.1 user, to run on alocal-condor pool without a shared filesystem and use Condor file 10 for file
transfers, the site entry looks something like this

<site handl e="local -condor" arch="x86" os="LI NUX">
<grid type="gt2" contact="I|ocal host/jobnmanager-fork" schedul er="Fork" jobtype="auxillary"/>
<grid type="gt2" contact="1|ocal host/jobmanager-condor" schedul er="unknown"

j obt ype="conpute"/>

<head- f s>
<!-- the paths for scratch filesystemare the paths on local site as we execute create dir
j ob
on local site. Inproverments planned for 4.0 rel ease.-->
<scratch>
<shared>
<file-server protocol="file" url="file:///" nount-point="/submnit-host/scratch"/>
<i nt er nal - nount - poi nt nount - poi nt ="/ submi t-host/scratch"/>
</ shar ed>
</ scratch>
<st orage>
<shared>
<file-server protocol="file" url="file:///" nount-point="/glusterfs/scratch"/>
<i nt er nal - nount - poi nt nount - poi nt ="/ gl usterfs/scratch"/>
</ shar ed>
</ storage>
</ head- f s>
<replica-catalog type="LRC' url="rlsn://dumyVal ue.url.edu" />
<profil e namespace="env" key="PEGASUS HOME" >/cl uster-software/pegasus/2.4.1</profile>
<profil e namespace="env" key="G.OBUS_LOCATI ON' >/cl uster-software/gl obus/5.0.1</profile>
<!-- profies for site to be treated as condor pool -->
<profil e namespace="pegasus" key="style" >condor</profile>
<profil e namespace="condor" key="universe" >vanilla</profile>
<!-- to enable kickstart staging fromlocal site-->
<profil e namespace="condor" key="transfer_executabl e">true</profile>
</site>

With Pegasus 4.0 the site entry for alocal-condor pool can be as concise as the following

<site handl e="condorpool" arch="x86" os="LI NUX">
<head- f s>
<scratch />
<storage />
</ head- f s>
<profil e namespace="pegasus" key="style" >condor</profile>
<profile namespace="condor" key="universe" >vanilla</profile>
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</site>

The planner in 4.0 correctly picks up the pathsfrom thelocal site entry to determine the staging location for the condor
io on the submit host.

Users should read pegasus data staging configuration chapter and also look in the examples directory ( share/pega
sus/examples).

Migrating From Pegasus 2.X to Pegasus 3.X

With Pegasus 3.0 effort has been made to simplify configuration. This chapter is for existing users of Pegasus who
use Pegasus 2.x to run their workflows and walks through the steps to move to using Pegasus 3.0

PEGASUS HOME and Setup Scripts

Earlier versions of Pegasus required users to have the environment variable PEGASUS HOME set and to source
a setup file SPEGASUS HOME/setup.sh | $SPEGASUS_HOM E/setup.csh before running Pegasus to setup CLASS-
PATH and other variables.

Starting with Pegasus 3.0 this is no longer required. The above paths are automaticallly determined by the Pegasus
tools when they are invoked.

All the users need to do is to set the PATH variable to pick up the pegasus executables from the bin directory.

$ export PATH=/ sone/install/pegasus-3.0.0/bin: $PATH

Changes to Schemas and Catalog Formats
DAX Schema

Pegasus 3.0 by default now parses DAX documents conforming to the DAX Schema 3.2 available here [schemas/
dax-3.2/dax-3.2.xsd] and is explained in detail in the chapter on API references.

Starting Pegasus 3.0 , DAX generation API's are provided in Java/Python and Perl for users to use in their DAX
Generators. The use of API'sis highly encouraged. Support for the old DAX schema's has been deprecated and will
be removed in afuture version.

For users, who still want to run using the old DAX formatsi.e 3.0 or earlier, can for the time being set the following
property in the properties and point it to dax-3.0 xsd of the installation.

pegasus. schema. dax /sone/install/pegasus-3.0/etc/dax-3.0.xsd

Site Catalog Format

Pegasus 3.0 by default now parses Site Catalog format conforming to the SC schema 3.0 ( XML3 ) available here
[schemas/dax-3.2/dax-3.2.xsd] and is explained in detail in the chapter on Catalogs.

Pegasus 3.0 comes with a pegasus-sc-converter that will convert users old site catalog ( XML ) to the XML3 format.
Sample usageis given below.

$ pegasus-sc-converter -i sanple.sites.xm -1 XML -o sanple.sites.xm 3 -O XWM.3

2010.11. 22 12:55: 14. 169 PST: Witten out the converted file to sanple.sites.xm 3
To use the converted site catalog, in the properties do the following
1. unset pegasus.catalog.site or set pegasus.catalog.site to XML3

2. point pegasus.catal og.sitefile to the converted site catalog

Transformation Catalog Format

Pegasus 3.0 by default now parses afile based multiline textual format of a Transformation Catalog. The new Text
format is explained in detail in the chapter on Catalogs.
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Pegasus 3.0 comes with a pegasus-tc-converter that will convert users old transformation catalog ( File) to the Text
format. Sample usage is given below.

$ pegasus-tc-converter -i sanple.tc.data -1 File -o sanple.tc.text -O Text

2010.11.22 12:53:16. 661 PST: Successfully converted Transformation Catalog fromFile to Text
2010.11.22 12:53: 16. 666 PST: The output transfomation catalog is in file /Ifsl/software/install/
pegasus/ pegasus- 3. 0. Ocvs/ et c/ sanpl e. tc. t ext

To use the converted transformation catalog, in the properties do the following

1. unset pegasus.catal og.transformation or set pegasus.catal og.transformation to Text

2. point pegasus.catal og.transformation.file to the converted transformation catal og

Properties and Profiles Simplification
Starting with Pegasus 3.0 al profiles can be specified in the properties file. Profiles specified in the properties file
have the lowest priority. Profiles are explained in the detail in the configuration chapter. As a result of this alot of
existing Pegasus Propertieswere replaced by profiles. Thetable below liststhe properties removed and the new profile
based names.

Table 18.1. Property Keysremoved and their Profile based replacement

Old Property Key New Property Key
pegasus.local.env no replacement. Specify env profiles for local site in the
Site catalog
pegasus.condor.release condor.periodic_release
pegasus.condor.remove condor.periodic_remove
pegasus.job.priority condor.priority
pegasus.condor.output.stream pegasus.condor.output.stream
pegasus.condor.error.stream condor.stream_error
pegasus.dagman.retry dagman.retry
pegasus.exitcode.impl dagman.post
pegasus.exitcode.scope dagman.post.scope
pegasus.exitcode.arguments dagman.post.arguments
pegasus.exitcode.path.* dagman.post.path.*
pegasus.dagman.maxpre dagman.maxpre
pegasus.dagman.maxpost dagman.maxpost
pegasus.dagman.maxidle dagman.maxidle
pegasus.dagman.maxjobs dagman.maxjobs
pegasus.remote.schedul er.min.maxwalltime globus.maxwalltime
pegasus.remote.schedul er.min.maxtime globus.maxtime
pegasus.remote.schedul er.min.maxcputime globus.maxcputime
pegasus.remote.schedul er.queues globus.queue

Profile Keys for Clustering

The pegasus profile keys for job clustering were renamed. The following table lists the old and the new names for
the profile keys.

Table 18.2. Old and New Names For Jaob Clustering Profile Keys

Old Pegasus Profile Key New Pegasus Profile Key
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collapse clusters.size

bundle clusters.num

Transfers Simplification

Pegasus 3.0 has a new default transfer client pegasus-transfer that is invoked by default for first level and second
level staging. The pegasus-transfer client is a python based wrapper around various transfer clients like globus-url-
copy, lcg-copy, wget, cp, In . pegasus-transfer looks at source and destination url and figures out automatically which
underlying client to use. pegasus-transfer is distributed with the PEGASUS and can be found in the bin subdirectory .

Also, the Bundle Transfer refiner has been made the default for pegasus 3.0. Most of the users no longer need to set
any transfer related properties. The names of the profiles keys that control the Bundle Transfers have been changed .
The following table lists the old and the new names for the Pegasus Profile Keys and are explained in details in the
Profiles Chapter.

Table 18.3. Old and New Names For Transfer Bundling Profile Keys

Old Pegasus Profile Key New Pegasus Profile Keys

bundle.stagein stagein.clusters | stagein.local.clusters | stagein.re-
mote.clusters

bundle.stageout stageout.clusters | stageout.local.clusters | stageout.re-
mote.clusters

Worker Package Staging
Starting Pegasus 3.0 there is a separate bool ean property pegasus.tr ansfer .wor ker .package to enableworker package

staging to the remote compute sites. Earlier it was bundled with user executables staging i.e if pegasus.catalog.trans-
formation.mapper property was set to Staged .

Clients in bin directory

Starting with Pegasus 3.0 the pegasus clients in the bin directory have a pegasus prefix. The table below lists the old
client names and new names for the clients that replaced them

Table 18.4. Old Client Names and their New Names

Old Client New Client
rc-client pegasus-rc-client
te-client pegasus-tc-client
pegasus-get-sites pegasus-sc-client
sc-client pegasus-sc-converter
tailstatd pegasus-monitord
genstats and genstats-breskdown pegasus-statistics
show-job pegasus-plots
dirmanager pegasus-dirmanager
exitcode pegasus-exitcode
rank-dax pegasus-rank-dax
transfer pegasus-transfer

Best Practices For Developing Portable Code

This document lists out issues for the algorithm developers to keep in mind while developing the respective codes.
Keeping thesein mind will alleviate alot of problemswhile trying to run the codes on the Grid through workflows.
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Supported Platforms

Most of the hosts making a Grid run variants of Linux or in some case Solaris. The Grid middleware mostly supports
UNIX and it's variants.

Running on Windows

The magjority of the machines making up the various Grid sitesrun Linux. In fact, there is no widespread deployment
of a Windows-based Grid. Currently, the server side software of Globus does not run on Windows. Only the client
tools can run on Windows. The algorithm developers should not code exclusively for the Windows platforms. They
must make sure that their codes run on Linux or Solaris platforms. If the code is written in a portable language like
Java, then porting should not be an issue.

If for some reason the code can only be executed on windows platform, please contact the pegasus team at pegasus aT
isi dot edu . In certain casesit is possible to stand up alinux headnode in front of a windows cluster running Condor
asit's scheduler.

Packaging of Software

Asfar as possible, binary packages (preferably statically linked) of the codes should be provided. If for some reason
the codes, need to be built from the source then they should have an associated makefile ( for C/C++ based tools) or
an ant file ( for Javatools). The building process should refer to the standard libraries that are part of anormal Linux
installation. If the codes require non-standard libraries, clear documentation needs to be provided, as to how to install
those libraries, and make the build process refer to those libraries.

Further, installing software as root is not a possibility. Hence, al the external libraries that need to be installed can
only be installed as non-root in non-standard locations.

MPI Codes

If any of the algorithm codes are MPI based, they should contact the Grid group. MPI can be run on the Grid but the
codes need to be compiled against the installed MPI libraries on the various Grid sites. The pegasus group has some
experience running MPI code through PBS.

Maximum Running Time of Codes

Each of the Grid sites has a policy on the maximum time for which they will allow ajob to run. The algorithms catalog
should have the maximum time (in minutes) that thejob can run for. Thisinformation is passed to the Grid siteswhile
submitting ajob, so that Grid site does not kill ajob before that published time expires. It is OK, if the job runs only
afraction of the max time.

Codes cannot specify the directory in which they should be
run

Codes areinstalled in some standard location on the Grid Sites or staged on demand. However, they are not invoked
from directories where they are installed. The codes should be able to be invoked from any directory, aslong as one
can access the directory where the codes are installed.

Thisisespecialy relevant, while writing scripts around the algorithm codes. At that point specifying the relative paths
do not work. This is because the relative path is constructed from the directory where the script is being invoked. A
suggested workaround is to pick up the base directory where the software is installed from the environment or by
using the dirname cmd or api. The workflow system can set appropriate environment variables while launching jobs
on the Grid.

No hard-coded paths

The agorithms should not hard-code any directory paths in the code. All directories paths should be picked up ex-
plicitly either from the environment (specifying environment variables) or from command line options passed to the
algorithm code.
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Wrapping legacy codes with a shell wrapper

When wrapping a legacy code in a script (or another program), it is necessary that the wrapper knows where the
executablelives. Thisisaccomplished using an environmental variable. Be sureto includethis detail in the component
description when submitting a component for use on the Grid -- include a brief descriptive name like GDA_BIN.

Propogating back the right exitcode

A job in the workflow is only released for execution if its parents have executed successfully. Hence, it is very im-
portant that the algorithm codes exit with the correct error code in case of success and failure. The algorithms should
exit with astatus of 0 in case of success, and anon zero status in case of error. Failure to do so will result in erroneous
workflow execution where jobs might be released for execution even though their parents had exited with an error.

Thealgorithm codes should catch all errorsand exit with anon zero exitcode. The successful execution of theal gorithm
code can only be determined by an exitcode of 0. The algorithm code should not rely upon something being written
to the stdout to designate success for e.g. if the algorithm code writes out to the stdout SUCCESS and exits with a
non zero status the job would be marked as failed.

In*nix, aquick way to seeif acodeis exiting with the correct code is to execute the code and then execute echo $?.

$ conponent-x input-file.lisp
... some output ...

$ echo $?

0

If the code is not exiting correctly, it is necessary to wrap the code in a script that tests some final condition (such as
the presence or format of aresult file) and uses exit to return correctly.

Static vs. Dynamically Linked Libraries

Sincethereisno way to know the profile of the machinethat will be executing the code, it isimportant that dynamically
linked libraries are avoided or that reliance on them is kept to a minimum. For example, a component that requires
libc 2.5 may or may not run on a machine that uses libc 2.3. On *nix, you can use the ldd command to see what
libraries a binary depends on.

If for some reason you install an agorithm specific library in a non standard location make sure to set the
LD_LI BRARY_PATH for the agorithm in the transformation catalog for each site.

Temporary Files

If the algorithm codes create temporary files during execution, they should be cleared by the codes in case of errors
and success terminations. The algorithm codes will run on scratch file systems that will also be used by others. The
scratch directories get filled up very easily, and jobs will fail in case of directories running out of free space. The
temporary files are the files that are not being tracked explicitly through the workflow generation process.

Handling of stdio

When writing anew application, it often appears feasible to use stdin for asingle file data, and stdout for asinglefile
output data. The stderr descriptor should be used for logging and debugging purposes only, never to put dataonit. In
the *nix world, thiswill work well, but may hiccup in the Windows world.

We are suggesting that you avoid using stdio for datafiles, because thereistheimplied expectation that stdio data gets
magically handled. Thereisno magic! If you produce data on stdout, you need to declare to Pegasus that your stdout
has your data, and what LFN Pegasus can track it by. After the application is done, the data product will be aremote
file just like all other data products. If you have an input file on stdin, you must track it in a similar manner. If you
produce logs on stderr that you care about, you must track it in asimilar manner. Think about it this way: Whenever
you are redirecting stdio in a*nix shell, you will aso have to specify afile name.

Most execution environments permit to connect stdin, stdout or stderr to any file, and Pegasus supports this case.
However, there are certain very specific corner cases where thisis not possible. For this reason, we recommend that
in new code, you avoid using stdio for data, and provide alternative means on the commandline, i.e. via--input f n
and --output f n commandline arguments instead relying on stdin and stdout.
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Configuration Files

If your code requires a configuration file to run and the configuration changes from one run to another, then thisfile
needs to be tracked explicitly via the Pegasus WMS. The configuration file should not contain any absolute paths to
any data or libraries used by the code. If any libraries, scripts etc need to be referenced they should refer to relative
paths starting with a . / xyz where xyz is a tracked file (defined in the workflow) or as $ENV-VAR/xyz where
$ENV- VARIs set during execution time and evaluated by your application code internaly.

Code Invocation and input data staging by Pegasus

Pegasus will create one temporary directory per workflow on each site where the workflow is planned. Pegasus will
stage all thefilesrequired for the execution of the workflow in these temporary directories. Thisdirectory is shared by
all theworkflow componentsthat executed onthe site. Y ou will have no control over wherethisdirectory isplaced and
as such you should have no expectations about where the code will be run. The directories are created per workflow
and not per job/alogrithm/task. Suppose there is a component component-x that takes one argument: input-filelisp (a
file containing the data to be operated on). The staging step will bring input-file.lisp to the temporary directory. In
*nix the call would look like this:

$ /nfs/software/conponent-x input-file.lisp

Note that Pegasus will call the component using the full path to the component. If inside your code/script you invoke
some other code you cannot assume a path for this code to be relative or absolute. You have to resovle it either
using a dirname $0 trick in shell assuming the child code is in the same directory as the parent or construct the path
by expecting an enviornment variable to be set by the workflow system. These env variables need to be explicitly
published so that they can be stored in the transformation catal og.

Now suppose that internally, component-x writes its results to /tmp/component-x-results.lisp. Thisis not good. Com-
ponents should not expect that a /tmp directory exists or that it will have permission to write there. Instead, compo-
nent-x should do one of two things: 1. write component-x-results.lisp to the directory whereit is run from or 2. com-
ponent-x should take a second argument output-file.lisp that specifies the name and path of where the results should
be written.

Logical File naming in DAX

The logical file names used by your code can be of two types.
« Without adirectory pathe.g.f. a,f. b etc
e Withadirectory patheg.a/ 1/f.a,b/2/f. b

Both types of files are supported. We will create any directory structure mentioned in your logical files on the remote
execution site when we stage in data as well as when we store the output data to a permanent location. An example
invocation of a code that consumes and produces files will be

$/bin/test --input f.a --output f.b

OR

$/bin/test --input a/l/f.a --output b/1/f.b

Note

A logical file name should never be an absolute file path, e.g. /a/1/f.a In other words, there should not be
astarting slash (/) in alogical filename.

Slot Partitioning and CPU Affinity in Condor

By default, Condor will evenly divide the resourcesin a machine (such as RAM, swap space and disk space) among
all the CPUs, and advertise each CPU asits own slot with an even share of the system resources. If you want to have
your custom configuration, you can use the following setting to define the maximum number of different slot types:
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MAX_SLOT_TYPES = 2

For each dlot type, you can divide system resources unevenly among your CPUs. The N in the name of the macro
listed below must be an integer from 1 to MAX_SLOT_TY PES (defined above).

SLOT_TYPE_1
SLOT_TYPE N

cpus=2, ranr50% swap=1/4, disk=1/4
cpus=1, ramr20% swap=1/4, disk=1/8

Slots can also be partitioned to accommodate actual needs by accepted jobs. A partitionable slot is always unclaimed
and dynamically splitted when jobs are started. Slot partitioning can be enable as follows:

SLOT_TYPE_1_PARTI Tl ONABLE
SLOT_TYPE_N_PARTI Tl ONABLE

True
True

Condor can aso bind coresto each slot through CPU affinity:

ENFORCE_CPU_AFFINITY = True
SLOT1_CPU_AFFI NI TY=0, 2
SLOT2_CPU_AFFI NI TY=1, 3

Note that CPU numbers may vary from machines. Thus you need to verify what is the association for your machine.
One way to accomplish thisis by using the Iscpu command line tool. For instance, the output provided from this tool
may look like:

NUMA node0O CPU(s): o0,
NUMA nodel CPU(s): 1

~N o
© ™
e
= O

The following example assumes a machine with 2 sockets and 6 cores per socket, where even cores belong to socket
1 and odd cores to socket 2:

1
1

NUM SLOTS_TYPE_1
NUM_SLOTS_TYPE_2

SLOT_TYPE_1_PARTI TI ONABLE = True
SLOT_TYPE_2_PARTI TI ONABLE = True
SLOT_TYPE_1 = cpus=6

SLOT_TYPE_2 = cpus=6
ENFORCE_CPU_AFFINITY = True
SLOT1_CPU_AFFI NI TY=0, 2, 4, 6, 8, 10
SLOT2_CPU_AFFINITY=1,3,5,7,9, 11

Please read the section on "Configuring The Startd for SMP Machines' in the Condor Administrator's Manual for
full details.
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Chapter 19. Funding, citing, and
anonymous usage statistics

Citing Pegasus in Academic Works

The preferred generic way to cite Pegasusis:
Pegasus. a Framework for Mapping Complex Scientific Workflows onto Distributed Systems, Ewa Deelman, Gurmeet
Sngh, Mei-Hui Su, James Blythe, Yolanda Gil, Carl Kesselman, Gaurang Mehta, Karan Vahi, G. Bruce Berriman,

John Good, Anastasia Laity, Joseph C. Jacob, Daniel S. Katz. Scientific Programming Journal, Vol 13(3), 2005,
Pages 219-237.

Usage Statistics Collection

Purpose

Pegasus WMS is primarily a NSF funded project as part of the NSF SI2 [http://www.nsf.gov/funding/pgm_sum-
m.jsp?pims_id=504817] track. The SI2 program focuses on robust, reliable, usable and sustainable software infra-
structure that is critical to the CIF21 vision. As part of the requirements of being funded under this program, Pegasus
WMS isrequired to gather usage statistics of Pegasus WMS and report it back to NSF in annual reports. The metrics
will also enable us to improve our software as they will include errors encountered during the use of our software.

Overview

We plan to instrument and augment the following clients in our distribution to report the metrics.

* pegasus-plan

¢ pegasus-transfer

¢ pegasus-monitord

For the Pegasus WM S 4.2 release, only the pegasus-plan client has been instrumented to send metrics.

All the metrics are sent in JSON format to a server at USC/ISI over HTTP. The datareported is as generic as possible
andislisted in detail in the section titled "Metrics Collected".

Configuration

By default, the clients will report usage metrics to a server at 1Sl. However, users have an option to configure the
report by setting the following environment variables

« PEGASUS METRICS
A boolean value ( true | false ) indicating whether metrics reporting is turned ON/OFF
¢ PEGASUS USER_METRICS SERVER

A comma separated list of URLSs of the servers to which to report the metrics in addition to the default server.

Metrics Collected

All metrics are sent in JSON format and the metrics sent by the various clients include the following data
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Table 19.1. Common Data Sent By Pegasus WM S Clients

JSON KEY DESCRIPTION

client the name of the client ( e.g "pegasus-plan”)

version the version of the client

type type of data- "metrics’ | "error"

start_time start time of the client (in epoch secondswith millisecond
precision)

end_time end time of the client (in epoch seconds with millisecond
precision)

duration the duration of the client

exitcode the exitcode with which the client exited

wf_uuid the uuid of the executable workflow. It is generated by

pegasus-plan at planning time.

Pegasus Planner Metrics

The metrics messages sent by the planner in addition include the following data

Table 19.2. Metrics Data Sent by pegasus-plan

JSON KEY DESCRIPTION
root_wf_uuid the root workflow uuid. For non hierarchal workflowsthe
root workflow uuid is the same as the workflow uuid.
data_config the data configuration mode of pegasus

compute_tasks

the number of compute tasks in the workflow

dax_tasks the number of dax tasksin the abstract workflow (DAX)

dag_tasks the number of dag tasksin the abstract workflow (DAX)

total _tasks the number of the total tasks in the abstract workflow
(DAX)

dax_input_files the number of input filesin the abstract workflow (DAX)

dax_inter_files

the number of intermediate files in the abstract workflow
(DAX)

dax_output_files

the number of output filesin the abstract workflow (DAX)

dax_total_files the number of total filesin the abstract workflow (DAX)

compute_jobs the number of compute jobsin the executable workflow

clustered_jobs the number of clustered jobsin the executable workflow.

Si_tx_jobs the number of data stage-in jobs in the executable work-
flow.

so_tx_jobs the number of data stage-out jobsin the executable work-
flow.

inter_tx_jobs the number of inter site datatransfer jobsin the executable
workflow.

reg_job the number of registration jobs in the executable work-
flow.

cleanup_jobs the number of cleanup jobs in the executable workflow.

create dir_jobs

the number of create directory jobs in the executable
workflow.
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JSON KEY DESCRIPTION

dax_jobs the number of sub workflows corresponding to dax tasks
in the executable workflow.

dag_jobs the number of sub workflows corresponding to dag tasks
in the executable workflow.

chmod_jobs the number of jobs that set the xbit of the staged executa-
bles

total_jobs the total number of jobsin the workflow

In addition if pegasus-plan encounters an error during the planning process the metrics message has an additional field
in addition to the fields listed above.

Table 19.3. Error Message sent by pegasus-plan

JSON KEY DESCRIPTION

error the error payload isthe stack trace of errors caught during
planning

Note

pegasus-plan leaves a copy of the metrics sent in the workflow submit directory in the file ending with
".metrics" extension. As a user you will aways have access to the metrics sent.
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Glossary

A

C

Abstract Workflow

Concrete Workflow

Condor-G

Clustering

DAGMan

Directed Acyclic Graph (DAG)

DAX

Deferred Planning

Executable Workflow

Full Ahead Planning

Globus

See DAX

See Executable Workflow

A task broker that manages jobs to run at various distributed sites, using
Globus GRAM to launch jobs on the remote sites.http://cs.wisc.edu/condor

The process of clustering short running jobs together into alarger job. Thisis
done to minimize the scheduling overhead for the jobs. The scheduling over-
head is only incurred for the clustered job. For example if scheduling over-
head is x seconds and 10 jobs are clustered into a larger job, the scheduling
overhead for 10 jobs will be x instead of 10x.

The workflow execution engine used by Pegasus.

A graph in which all the arcs (connections) are unidirectional, and which has
no loops (cycles).

The workflow input in XML format given to Pegasus in which transforma-
tionsand filesare represented aslogical names. It isan execution-independent
specification of computations

Planning mode to set up Pegasus. In this mode, instead of mapping the job
at submit time, the decision of mapping ajob to asite is deferred till alater
point, when thejob is about to be run or near to run.

A workflow automatically genetared by Pegasusin which files are represent-
ed by physical filenames, and in which sites or hosts have been selected for
running each task.

Planning mode to set up Pegasus. In thismode, all the jobs are mapped before
submitting the workflow for execution to the grid.

The Globus Alliance is a community of organizations and individuals devel-
oping fundamental technologies behind the "Grid," which lets people share
computing power, databases, instruments, and other on-line tools securely
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Globus Toolkit

GRAM

Grid

GridFTP

Grid Service

Logical File Name

Metadata

Monitoring and Discovery Service

Physical File Name

Partitioner

Pegasus

Replica Catalog

Replica Location Service

Site

across corporate, institutional, and geographi ¢ boundaries without sacrificing
local autonomy.

See Globus Toolkit

Globus Toalkit is an open source software toolkit used for building Grid sys-
tems and applications.

A Globus service that enable users to locate, submit, monitor and cancel re-
mote jobs on Grid-based compute resources. It provides a single protocol for
communicating with different batch/cluster job schedulers.

A collection of many compute resources, each under different administrative
domains connected via a network (usualy the Internet).

A high-performance, secure, reliable data transfer protocol optimized for
high-bandwidth wide-area networks. It is based upon the Internet FTP proto-
col, and uses basic Grid security on both control (command) and data chan-
nels.

A service which uses standardized web service mechanisms to model and
access stateful resources, perform lifecycle management and query resource
state. The Globus Toolkit includes core grid services for execution manage-
ment, data management and information management.

Theunique logical identifier for adatafile. Each LFN isassociated with aset
of PFN’sthat are the physical instantiations of thefile.

Any attributes of adataset that are explicitly represented in the workflow sys-
tem. These may include provenance information (e.g., which component was
used to generate the dataset), execution information (e.g., time of creation of
the dataset), and properties of the dataset (e.g., density of a node type).

A Globus service that implements a site catal og.

The physical file name of the LFN.

A tool in Pegasus that slices up the DAX into smaller DAX’s for deferred
planning.

A system that maps a workflow instance into an executable workflow to run
on the grid.

A catalog that maps logical file names on to physical file names.

A Globus service that implements areplica catalog

A set of compute resources under a single administrative domain.
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Site Catalog

Transformation

Transformation Catalog

Workflow Instance

A catalog indexed by logical site identifiers that maintains information about
thevarious grid sites. The site catalog can be populated from a static database
or maybe populated dynamically by monitoring tools.

Any executable or code that is run as atask in the workflow.

A catalog that maps transformation names onto the physical pathnames of the
transformation at agiven grid site or local test machine.

A workflow created in Wings and given to Pegasus in which workflow com-
ponents and files are represented as|ogical names. It is an execution-indepen-
dent specification of computations
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Appendix A. Tutorial VM

Introduction

This appendix providesinformation on how to launch the Pegasus Tutorial VM. The VM isaquick way to get started

using Pegasus. It comes pre-configured with Pegasus, DAGMan and Condor so that you can begin running workflows
immediately.

In the following sections we will cover how to start, log into, and stop the tutorial VM locally, using the Virtual Box
virtualization software, and remotely on Amazon EC2.

VirtualBox

VirtualBox is afree desktop virtual machine manager. Y ou can useit to run the Pegasus Tutorial VM on your desktop
or laptop.

Install VirtualBox
First, download and install the Virtual Box platform package from the Virtual Box website: https://www.virtualbox.org
Download VM Image

Next, download the Pegasus Tutorial VM from the Pegasus download page: http://pegasus.isi.edu/downloads

Move the downloaded file somewhere that you can find | ater.

Create Virtual Machine

Start VirtualBox. Y ou should get a screen that looks like this:
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Figure A.1. VirtualBox Welcome Screen

Oracle VM VirtualBox Manager

{3’ {E} <> E§> w‘f"-'-'i-':'-?

New Settings Discard Start

Welcome to VirtualBox!

The left part of this window is a list of all virtual machines on your computer. The list is
empty now because you haven't created any virtual machines

yet. 3 (5 2

In erder to create a new virtual machine, press the New button V’

in the main tool bar located at the top of the window. ‘-‘) \F &
You can press the 387? key to get instant help, or visit e
www.virtualbox.org for the latest information and news. \Ts_/

Click on File > Import Appliance, and Appliance Import Wizard will appear:
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Figure A.2. Create New Virtual Machine Wizard

Appliance to import

VirtualBox currently supports importing appliances saved in the Open
Virtualization Format (OVF). To continue, select the file to import
below.

{Users/bamboo/Downloads/PegasusTutorialViM-4.6.1.ova 3

Expert Mode Go Back Continue Cancel

Click the folder icon and locate the .ovafile that you downloaded earlier.

Click "Continue" to get to the "Appliance Settings' Page:

Figure A.3. VM Nameand OS Type

Appliance settings

These are the virtual machines contained in the appliance and the
suggested settings of the imported VirtualBox machines. You can
change many of the properties shown by double-clicking on the
items and disable others using the check boxes below.

Description Configuration

Virtual Systern 1

2 MName PegasusTutorialVM-4.6.1
E Guest 0S Type & Red Hat {64-bit)

{J crU 1

E naM 1024 MB

=P Network Adapter Intel PRO/1000 MT D...

Reinitialize the MAC address of all network cards

Restore Defaults Go Back Import Cancel
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Click "Import". Y ou will get back to the welcome screen showing the new virtual machine:

Figure A.4. Memory

@ B J §

New Settings Discard Start,

[ PegasusTutorialVM-4.6.1 Welcome to VirtualBox!
&_ (@) Powered Off
The left part of this window is a list of all virtual machines on your computer. The list is
empty now because you haven't created any virtual machines

yet. [ —

[, S
N

In order to create a new virtual machine, press the New button é—ﬁ y e

in the main tool bar located at the top of the window. . )
You can press the 387? key to get instant help, or visit

www.virtualbox.org for the latest information and news. g //-

A

Click on the name of the virual machine and then click "Start". After afew seconds you should get to the login screen:
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Figure A.5. Login Screen

Thu 17:50

& tutorial

Password:

Bl 0O E et

Login asuser "tutorial” with password "pegasus’.

After you log in, Click the Terminal Icon, to open a Terminal. Y ou can return to the tutorial chapter to complete the
tutorial.

Terminating the VM

When you are done with the tutorial you can shut down the VM by typing:

$ sudo /sbi n/ power of f
at the prompt and then enter the tutorial user's password.

Alternatively, you can just close the window and choose "Power off the machine".

Amazon EC2

In order to launch the tutorial VM you need to sign up for an Amazon Web Services account here: http://aws.ama-
zon.com

Launching the VM

Once you have an account, sign into the AWS Management Console at this URL: http://console.aws.amazon.com.
You will get apage that looks like this:
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Figure A.6. AWS Management Console

6000 1 AWS Management Console |
€« € | & hips://console.aws.amazon.com/console/home i &
N Services v  Edgitshorcut~ | @D EC2 | § aMm | M s3 | L CloudWaten EwaDeelman ~ Help ~
=
Welcome Amazon Web Services Announcements
The AWS Management Console Compute & Networking Deployment & Management AﬂnwndEﬂgz High VO Instances for
provides a graphical interface to . EC2 m CloudFormation
Amazon Web Services. Leam more Virtual Servers in the Cloud Templated AWS C Metrics for EC2 Status
. Creation Checks
about how lo use our services to = Elastic MapReduce CloudWatch
Managed Hadoop Framework oudWal Easily DKIM-Sign Your Emails with
meet your needs, or get started by Resource & Application Amazon SES
selecting a service. Route 53 Monitoring
Scalable Domain Name System Elastic B talk More...
astic Beans
. . s VPC AWS Application Contal
Getting started guides WP isolated Cloud Resources Appicaion Gontainar
¢ aM Service Health ;
Reference architectures . Sacure AWS Access Control rvice nea Edit
Storage & Content Delivery
Free Usage Tier o CloudFront A ; Click Edit to add at least one
"g® Gicbal Content Dalivery Network op Services service and at least one region fo
CloudSearch monitor.
gil bl Sio inthe Cloud Managed Search Service
able rage in the Clou
Set Start Page o SES Service Health Dashboard
- ISE;SE‘): Galﬁwalv T Email Sending Service
-~ In raies on-premises
@ environments with Cloud storage SNS
Push Notification Service
Database 5Qs
Message Queue Service
DynamoDB
\o " AWS Marketplace Predictable and Scalable NoSQL SWF
Find & buy software, launch Data Store Workflow Service for S
with 1-Click and pay by the ElastiCache Cooslnaing Acplioeion
hour. In-Memory Cache mpo A
X
v
© 2008 - 2012, Amazon Web Services LLC or its affiliates. All rights reserved. | Feedback | Support | Privacy Policy | TermsofUse | An amazoncom. company

Choose the "EC2" icon under "Amazon Web Services'. You will get this page:

Figure A.7. EC2 Management Console

'

-
606 fl EC2 Management Console x
€« C | @ hutps://console.aws.amazon.com/ec2/home?region=us-west-2&# 9 A
NP services ~  EditShoncut~ | @ EC2 | F 1AM | M S3 | [ CloudWatch EwaDeelman v Help ¥
Naigation [ Amazon £C2 Consle Dashboard
Region: ™
B US West(Oregon) v Getting Started = My Resources -
You are using the following Amazon o
EC2 Dashboard To start using Amazon EC2 you will want to EC2 resouroegs in the US East (Oregon) Rk
Events launch a virtual server, known as an Amazon region:
=) INSTANCES EC2 instance.
nStances i@ 2Running Instances @ O Elastic IPs
Spot Requests Launch Instance id
Reserved Instances » 10 EBS Volumes @ 9 EBS Snapshots
— Note: Your instances will launch in the US
L";‘;:Es West (Oregon) region. ® 4 Key Pairs 2 0 Load Balancers
Bundle Tasks &t Pl p >5s ity p
N
=| ELASTIC BLOCK STORE Service Health = £ Not supported
Volumes
Snapshots Service Status Events = L
=/ NETWORK & SECURITY Current Status Details
Security Groups & Amazon EC2 (US West - Oregon)  [Resolved] & US West (Oregon):  No events ZRetesh
Internet
Elastic IPs
Connectivity Related Links —
Placement Groups and
Load Balancers :I;Ivated
> Getting Started Guide
Key Pairs latencies. 9
Network Interfac » Documentation
work Intertaces » View complete service health details
* All EC2 Resources v
i a
Avallabiity Zone Status * Find software on AWS Marketplace v

© 2008 - 2012, Amazon Web Services LLC or its affiliates. All rights reserved.

Feedback

Support

Privacy Policy Terms of Use

An amazoncom. company
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First, make sure the “Region:” drop-down in the upper left-hand corner is set to “US West (Oregon)”.

Click on the “AMIs” link on the left side and set “Viewing:” to “All Images’, “All Platforms’, and type “Pegasus
Tutorial VM” in the search box:

Figure A.8. Locating the Tutorial VM

EC2 Management Console

&« & https://console.aws.amazon.com/ec2 /home?region=us-west-2&#s=Images qj‘\? @ \j ‘\
.I Services ~ Edit Shortcut ~ . EC2 | ? 1AM | ' 83 | 5 CloudWatch gideon @ pegasus ¥ Help ~
WEVIGEHOm | KREZGH Wachine Tmeges
Region: ifiLaunch  _iSpotRequest | [ARegister New AMI || [ De-regisier (L Permissions [TiShow/Hide || Refresh || i@Help
= -
— US West (Qregon) Viewing: | All Images + || All Platforms  + | Pegasus Tuterial VM € &€ 1to2of2AMIs 5% 5|

EC2 Dashboard
Events

INSTANCES
Instances

Spot Requests
Reserved Instances
IMAGES

AMIs

Bundie Tasks
ELASTIC BLOCK STORE
Volumes
Snapshots

NETWORK & SECURITY

“® AMIID
@ ami-64c84754  405596411149/Pegasus Tutorial VM 4.0.1a
@] ami-68c04758  405596411149/Pegasus Tutorial VM 4.0.1b

Name Source

| Pegasus Tutorial VM 4.0.1a
Pegasus Tutorial VM 4.0.1b

<

1 EC2 Amazon Machine Image selected
@ EC2 Amazon Machine Image: ami-68c94758

Description Tags

Security Groups
Elastic IPs
Placement Groups

AMI ID: ami-68c94758

AMI Name: Pegasus Tuterial VM 4.0.1b

Load Balancers

Description: Pegasus Tutorial VM 4.0.1b

Key Pairs 405596411149/Pegasus Tutorial VM 4.0.1b

Network Interfaces

Source:

Owner: A ik Bskalin Pl sk P

© 2008 - 2012, Amazon Web Services LLC or its affiliates. All rights reserved. Feedback = Support | Privacy Policy | Terms of Use

An amazoncom. comnany

You will see several versions of the VM. If you don't see any AMIs named “Pegasus Tutorial VM” you may need to
click the Refresh button. We update the VM regularly, so your search results will not match the picture above.

Check the check box next to the latest Pegasus Tutorial VM and click the “Launch” button. The "Request Instances
Wizard" will pop up:

428



Tutorial VM

Figure A.9. Request InstancesWizard: Step 1

Request Instances Wizard Cancel X
~

-
INSTANCE DETAILS

Provide the details for your instance(s). You may also decide whether you want to launch your instances as "on-demand” or "spot™
instances.

Number of Instances: [q Instance Type: |arge (m1large, 7.5 GiB) -

® Launch Instances

EC2 Instances let you pay for compute capacity by the hour with no long term commitments. This transforms what are
commonly large fixed costs into much smaller variable costs.

Launch into: @Ec2 Ovee

Availability Zone: [ Mo Preference + |

O Request Spot Instances

< Back | Continue ld|

In the first step of the Request Instances Wizard choose the “Large” instance type and click “ Continue”:

Figure A.10. Request Instances Wizard: Step 2

Request Instances Wizard Caneel | %

L
INSTANCE DETAILS

Number of Instances: 1 Availability Zone: No Preference

Advanced Instance Options

Here you can choose a specific kernel or RAM disk to use with your instances. You can also choose to enable CloudWatch Detailed
Monitoring or enter data that will be available from your instances once they launch.

Kernel ID: Use Default 3| RAM Disk ID: [‘Use Default 3

—_

Monitoring: O Enable CloudWatch detailed monitoring for this instance
(additional charges will apply)

User Data:
() as text
O as file

e
(O base64 encoded

Termination O prevention against accidental termination. Shutdown Behavior: | stop Al
Protection: .

1AM Role: & None =

—_

< Back Continue | -

Don’'t change anything on the “ Advanced Instance Options’ step and click “ Continue’:
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Figure A.11. Request Instances Wizard: Step 3

Request Instances Wizard Caneel (%

INSTANCE DETAILS

Number of Instances: 1
Availability Zone: No Preference

Storage Device Configuration

Your instance will be launched with the following storage device settings. Edit these settings to add EBS volumes, instance store
volumes, or edit the settings of the root volume.

® Root Volume () EBS Volumes () Instance Store Volumes

Optionally edit the the root volume of your instance.

' ] Delete on
Volume Size: 10 [ GiB Ty (3
Device: /dev/sdal Save|
Type Device Snapshot ID Size Delete on Termination
Root /dev/sdal snap-1f2bd675 10GIB true
< Back | Continue lJ|

On the" Storage Device Configuration” step make sure“Delete on Termination” isset to "true”, then click “ Continue”:

Figure A.12. Request Instances Wizard: Step 4

Request Instances Wizard Cancel X

INSTANCE DETAILS

Add tags to your instance to simplify the administration of your EC2 infrastructure. A form of metadata, tags consist of a
case-sensitive key/value pair, are stored in the cloud and are private to your account. You can create user-friendly names
that help you organize, search, and browse your resources. For example, you could define a tag with key = Name and
value = Webserver. You can add up to 10 unigue keys to each instance along with an optional value for each key. For
more information, go to Using Tags in the EC2 User Guide.

Key (127 characters maximum) Value (255 characters maximunm Remove
Name Pegasus Tutorial x
P

Add another Tag. (Maximum of 10)

< Back Continue | ,

On the next step type “ Pegasus Tutorial” into the “Value” field and click “Continue™:
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Figure A.13. Request Instances Wizard: Step 5

Request Instances Wizard Cancel X

'S
L
CREATE KEY PAIR

Public/private key pairs allow you to securely connect to your instance after it launches. To create a key pair, enter a name and click
Create & Download your Key Pair. You will then be prompted to save the private key to your computer. Note, you only need to
generate a key pair once - not each time you want to deploy an Amazon EC2 instance.

(® Choose from your existing Key Pairs

Your existing Key Pairs*: | gijeon-keypair-oregon & |
e - s

O Create a new Key Pair
O Proceed without a Key Pair

< Back Continue |

On the next page choose one of your existing key pairs and click “Continue’. If you don't have an existing key pair
you can also choose “Proceed without a Key Pair” (you will log in with a username/password).

Figure A.14. Request Instances Wizard: Step 6
Request Instances Wizard Cancel | %

CONFIGURE FIREWALL
Security groups determine whether a network port is open or blocked on your instances. You may use an existing security group, or we

can help you create a new security group to allow access to your instances using the suggested ports below. Add additional ports now or
update your security group anytime using the Security Groups page.

(O Choose one or more of your existing Security Groups

(») Create a new Security Group

Group Name Pegasus Tutorial

Group Description 38H

Inbound Rules

Create a [ Custom TCP rule = ] TCP
le:

new rule Port (Service) Source Action
Port range: 22 :

(o3, 80 or 49152-65933) 22 (SSH) 0.0.0.0/0 Delete
Source: 0.0.0.0/0

(e.g., 192.168.2.0/24, sg-47ad482e, or

1234567890/default)

oF Add Rule
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On the next page choose “ Create a new Security Group”. Name the security group “Pegasus Tutoria” and give it a
description. Create an inbound TCP rule to allow connections on port 22 (SSH) from source 0.0.0.0/0 and click "Add
Rule". This rule allows you to SSH into your EC2 instance. Create another TCP rule to alow connections on port
5000 from source 0.0.0.0/0 and click "Add Rule" again. This ruleis for the Pegasus Dashboard web interface. Then
click “Continue”.

Note that you will only need to create this security group once. If you launch the Pegasus Tutoria VM again the
security group should appear in the list of existing security groups.

Figure A.15. Request Instances Wizard: Step 7

Request Instances Wizard Cancel X

Please review the information below, then click Launch.

AMI: <\ . . )
~" Other Linux AMI ID ami-8643ccb6 (x86_64) Edit AMI

Number of Instances: 1
Availability Zone: No Preference
Instance Type: Large (ml.large)
Instance Class: On Demand Edit Instance Details

Monitoring: Termination

Prot on: Disabled

Disabled

Tenancy: Default
Kernel ID: Use Default Shutdown Behavior: Stop
RAM Disk ID: Use Default
Network Interfaces:
Secondary IP

Addresses:
User Data:
IAM Role: Edit Advanced Details
Key Pair Name: gideon-keypair-oregon Edit Key Pair
Security Group(s): sg-ec29bfdc Edit Firewall

< Back Launch

On the last step of the wizard validate your selections and click “Launch”.
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Figure A.16. Running I nstances

EC2 Management Console

« C' @ hitps://console.aws.amazon.com/ec2 /home?region=us-west-2&#s=Instances a9
Services v | EditShortcut ~ | (i EC2 T 1AM W s3 | @ CloudWatch EwaDeelman ~ Help ~
Region: geLaunch Instance  Instance Actions | LiShow/Hide " Refresh | @Help
[} - -
= US West (Oregon) Running Instances + || Al Instance Types | Pegasus Tutorial 1 to 1 of 1 Instances
EC2 Dashboard Name Instance AMI ID Root Device Type State Status Checks
Susnts ¥ Pegasus Tutorial (g i-e97cd0da  ami-8643ccbB  ebs midarge @ running  Loading...
=/ INSTANCES
Instances
Spot Requests

Reserved Instances
1 EC2 Instance selected.

= IMAGES
AMIs d EC2 Instance: Pegasus Tutorial (i-e97cd0da)
Bundle Tasks e -
ec2-50-112-45-59,us-west-2.compute.amazonaws.com
=/ ELASTIC BLOCK STORE
Volumes Description Status Checks Manitoring Tags
Snapshots AMI:

Al Status: ]
Pegasus Tutorlal (ami-B643ccb6) sl s ot

+ NETWORK & SECURITY
Foomt ub-west-28 Fs’:gc:a:-.‘?Tﬁ:(’:lrs\:iaw rules
Type: ml.large State: running
Scheduled Events: No scheduled events Owner: 405596411149
VPC ID: - Subnet ID:
Source/Dest. Check: Virtualization: paravirtual &
Placement Groun: Reservation: r-c514deff 1

& 2008 - 2012, Amazon Web Services LLC or its affiliates. All rights reserved. Feedback Support Privacy Policy Terms of Use An amazon.com. company

Finally, navigate to the “Instances” section and check the checkbox next to the “ Pegasus Tutoria” instance. Copy the
DNS name to the clipboard. In this example the name is: ec2-50-112-45-59.us-west-2.compute.amazonaws.com.
Yourswill almost surely be different.

At this point your VM will take a few minutes to boot. Wait until the “ Status Checks’ column reads: “2/2 checks
passed” before continuing. Y ou may need to click the Refresh button.

Logging into the VM
Log into the VM using SSH. The usernameis ‘tutorial’ and the password is ‘ pegasus .

On UNIX machines such as Linux or Mac OS X you can log in via SSH by opening aterminal and typing:

$ ssh tutorial @c2-50-112-45-59. us-west - 2. conput e. amazonaws. com

The authenticity of host 'ec2-50-112-45-59. us-west-2. conpute. anazonaws. com (50.112. 45.59)' can't be
establ i shed.

RSA key fingerprint is 56:b0:11: ba: 8f:98: ba: dd: 75: f 6: 3c: 09: ef : b9: 2a: ac.

Are you sure you want to continue connecting (yes/no)? yes

[tutorial @ocal host ~]$

where “ec2-50-112-45-59.us-west-2.compute.amazonaws.com” is the DNS name of your VM that you copied from
the AWS Management Console.

If you are on Windows you will need to install an SSH client. You can download the PUTTY SSH client and find
documentation for how to configure it here: http://www.chiark.greenend.org.uk/~sgtatham/putty

Shutting down the VM

When you are finished with the tutorial, make sure you terminate the VM. If you forget to do this you will be charged
for all of the hours that the VM runs.

To terminate the VM click on “Instances’ link on the left side of the AWS Management Console, check the box next
to the “Pegasus Tutorial” VM, and click “Instance Actions’-->“Terminate”:
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Figure A.17. Terminate I nstance

000/ 7 EC2 Management Console .'\\
‘_

i‘i Services v

C' 8 hitps://console.aws.amazon.com/ec2 /home?region=us-west-2&#s=Instances

| A

Help ~

Ectsnoricut ¥ | M EC2 | § 1am | M s3 | M Cloudwatch Ewa Deelman ¥

Instance Management
| @Launchinstance | connect [IiShowHide || Refresh | @Help |
[M uswest (Oregon) ~ Get System Log e
[ Running i us Tutorial
Viewlng: LAMIR  Get windows Admin Password Pegas = L s SRR e il
EC2 Dashboard Name Create Image (EBS AMI) Root Device Type State Status Checks
Evants ¥ Pegasus Tuter  "OWEdIt Tags bbs milarge @ running & 22 checks passed
= INSTANCES Change Security Group
Change Source/Dast. Check
Instances
s asts Bundie Instance (instance store AMI)
ook il Launch More Like This )
Reserved Instances 1EC2 Instances{ Disassociate IP Address i~
= IMAGES Change Termination Protection
AMIs @ EC2Instaj View/Change User Data )]
Bundie Tasks Change Instance Type
v €c2-50-112-4|  ¢nange Shutdown Behavior AWs.com
- |
ELASTIC BLOCK STORE Description I Attach Network Interface
Volumes Detach Network Interface
Snapshots AMI: — Manage Private IP Addresses Alarm Status: none
+ NETWORK & SECURITY
Zone: Instance Actions Security Groups:
Terminate Pegasus Tutorial, view rules
Type: Reboot State: running
Scheduled Eve| :::rpt Owner: 405596411149
VPC ID: Subnet ID: =
M
Source/Dest. ( Clouiwatcti Monkoring Virtualization: paravirtual \;'
Enable Detailed Monitoring R -1
Placement Gra Disable Detailed Monitoring Reservation: r-c514deff L1
© 2008 - 2012, Amazon Web Services LLC or its afq Add/Edit Alarms bpport | Privacy Policy = Terms of Use  An amazoncom. company

Then click "Yes, terminate”:

Figure A.18. Yes, Terminate I nstance

000/ 57 EC2 Management Console % "\\ )

=

S

C' 8 hitps://console.aws.amazon.com/ec2 /home?region=us-west-2&#s=Instances

Terminate Instances Cancel ¥/

Are you sure you want to terminate this instance?

Warning: On an EBS-backed instance, the default action is for
the root EBS volume to be deleted when the instance is
terminated. Storage on any local drives will be lost.

+ -e97cd0da (Pegasus Tutorial)

Clean up associated resources
Assoclated resources may Incur costs after this instance is
terminated

* Delete EBS volumes




